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ABSTRACT

The global transition to electric power, aimed at mitigating
climate change and addressing fuel shortages, has led to a
rising usage of lithium-ion batteries (LIBs) in different fields,
notably transportation. Despite their many benefits, LIBs pose
a critical safety concern due to the potential for thermal run-
away (TR), often triggered by spontaneous internal short cir-
cuit (ISC) formation. While extensive research on LIB fault
diagnosis and prognosis exists, forecasting ISC formation in
batteries remains unexplored. This paper presents a new method-
ology that combines the extended Kalman filter (EKF) algo-
rithm for real-time estimation of ISC state with an adaptive
linear regressor model for forecasting remaining useful life
(RUL). This approach is designed for seamless integration
into actual battery management systems, offering a computa-
tionally efficient solution. Numerical validation of the frame-
work was conducted due to the current lack of experimental
data in the literature. The significance of this work lies in its
contribution to ISC prognosis, providing a practical solution
to enhance battery safety.

1. INTRODUCTION

In response to the increasing environmental consciousness
and the urgent need to address climate change, car manu-
facturers and consumers are turning towards cleaner alterna-
tives to traditional gasoline-powered vehicles. Electric vehi-
cles (EVs) are at the forefront of this shift, offering signif-
icant reductions in emissions that lead to cleaner air and a
more sustainable planet. This movement is not just a trend;
governments worldwide are actively supporting and encour-
aging the adoption of EVs through various policies. These
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include the implementation of stricter emissions regulations,
mandates for zero-emission vehicles, and substantial invest-
ments in charging infrastructure.

LIBs have emerged as the go-to choice power source in EVs
due to their numerous advantages, such as high energy den-
sity, powerful performance, and extended lifespan (Ding, Cano,
Yu, Lu, & Chen, 2019). Despite their many benefits, LIBs are
subjected to degradation phenomena (Han et al., 2019). This
continuous degradation poses risks like battery failures and
safety hazards, above all TR accidents (Feng, Ouyang, et al.,
2018). The most common cause of TR incidents is ISC, mak-
ing it imperative for the battery management system (BMS) to
detect ISC formation and prevent severe ISC formation early.
This is pivotal for ensuring the safe and reliable operation of
EVs.

Understanding the intricate mechanism behind spontaneous
ISC formation is an ongoing area of study that demands fur-
ther research (Feng, Ouyang, et al., 2018). However, obser-
vations indicate that ISC formation, when not triggered by
external factors like crushing or penetration, generally pro-
gresses slowly (Zhang et al., 2021). Moreover, research has
shown that ISC formation predominantly impacts the electri-
cal and thermal properties of the cell (Huang et al., 2021).
This suggests that monitoring both the voltage and tempera-
ture of the cell, which are typically available in commercial
BMS, could be exploited to detect and track ISC formation.

In recent years, researchers have made significant strides in
developing various diagnostic algorithms aimed at detecting
ISC and preventing TR. Most of these approaches are purely
data-driven and aim at identifying parameter inconsistencies
among single or multiple cells. These approaches utilize fac-
tors such as voltage (Hermann & Kohn, 2013), temperature
(Yang, Cui, & Wang, 2019), State of Charge (SoC) (Zheng et
al., 2018), and capacity (Reichl & Hrzina, 2018). However,
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the subtle changes in electro-thermal signals caused by spon-
taneous ISC formation may not be immediately discernible
within the battery dynamic responses, especially during the
early stages of ISC. Additionally, signal variations due to ex-
ternal factors could potentially trigger false alarms. Conse-
quently, establishing a precise threshold value presents a con-
siderable challenge, as this value greatly affects the speed and
accuracy of detection.

More advanced data-driven approaches have emerged to ad-
dress these challenges, harnessing the capabilities of machine
learning techniques. These approaches employ models such
as deep neural networks (Cui et al., 2024) or random forest
(Liu, Hao, Han, Zhou, & Li, 2023). However, since these
methods rely solely on existing data, their performance is sig-
nificantly limited by the scarcity of available data and the dif-
ficulties in generating new datasets.

To overcome these limitations, also model-based approaches
have been developed to detect ISC. These include equivalent
circuit models (ECM) (Asakura, Nakashima, Nakatsuji, &
Fujikawa, 2010; Yokotani, 2014; Ikeuchi, Majima, Nakano,
& KASA, 2014; Feng, Pan, He, Wang, & Ouyang, 2018), or
more advanced electro-chemical models (Ma, Deng, & Wang,
2023). The basic idea of these methods is to transform the
problem of ISC detection into model parameters and state es-
timation. The battery models are established to predict the
voltage and temperature of the cells. The measured voltage or
temperature of each cell is then compared with the predicted
value of the model. If the residual between the two exceeds
the allowable error range, it is considered that an ISC has oc-
curred.

This work fills a crucial gap in the literature by focusing on
prognosis and predicting the behavior of batteries experienc-
ing spontaneous ISC formation. While there are existing ISC
detection methods, as far as the authors are aware, no other
studies have delved into predicting the evolution of ISC. What
sets apart the prognostic framework introduced in this work is
its dual capability: not only does it detect ISC for early warn-
ings, but it also quantifies its severity and forecasts its future
progression, enabling timely preventive measures. Moreover,
the methodology emphasizes efficiency in selecting models
and algorithms, considering their practical implementation in
a BMS.

We build the prognostic framework upon the capabilities of
the online ISC estimation algorithm proposed by the same au-
thors in Ref. (Jia, Brancato, Giglio, & Cadini, 2024), which,
unlike other ISC detection methods:

• utilizes both electrical and thermal measurements to en-
hance ISC detection and estimation accuracy;

• detect ISC by estimating a model parameter strictly re-
lated to the spontaneous ISC formation, allowing also to
track the ISC state evolution.

This study introduces a method for predicting the battery RUL
probability density function (pdf) using an adaptive linear re-
gressor model to forecast the evolution of the ISC state until
an appropriate threshold is reached. The proposed method is
designed to be fully automated and can be easily integrated
into a BMS for diagnosing and prognosis of spontaneous ISC
formation. Moreover, the flexibility of the framework lies in
its capacity to accommodate, in principle, various ISC state
trajectories.

To validate our approach, we conducted a numerical case
study that simulated the effects observed in measurements
due to spontaneous ISC formation. This study aims to eval-
uate the effectiveness of our framework, given the scarcity
of experimental data. Gathering such data proves challenging
due to the complex nature and associated risks inherent in this
phenomenon.

The paper is structured as follows: Section 2 briefly details
the methods employed in developing the diagnosis and prog-
nosis framework. In Section 3, the capabilities of the pro-
posed method are demonstrated through a numerical case study
involving a cylindrical LIB cell experiencing spontaneous ISC
formation. Finally, Section 4 presents the conclusions drawn
from this work and suggests potential directions for further
research.

2. METHODOLOGY

2.1. Online ISC estimation algorithm

A dynamical system state comprises variables describing its
condition and behavior. Non-linear dynamical systems ex-
hibit dynamics not expressible linearly. State-space models
represent system dynamics and observations using a hidden
state vector x. State equation f governs state vector evolution
with some input u and some process noise w, while observa-
tion equation h relates observed data, denoted with y, to the
state vector x, some input u and some measurement noise n.

The EKF estimates non-linear system states (Simon, 2006). It
approximates non-linear dynamics linearly via Taylor expan-
sion. The algorithm involves two steps: prediction, estimat-
ing the next state (x̂) and observations (ŷ) with the previous
state and calculating error covariance matrix (Σx̂); correction,
updating state estimate and covariance with weighted innova-
tion terms based on system observations. Proper initialization
of the algorithm is crucial, assigning values to state vector
estimate and error covariance matrix. The full algorithm is
detailed in Table 1.

The electro-thermal model of a cylindrical cell described in
our previous work (Jia et al., 2024), whose governing equa-
tions and parameters are summarized in Table 2 and Table 3,
is discretized in time considering the following augmented
state vector that includes the equivalent ISC conductance pa-
rameter GISC , expressed in Ω−1, and representative of the
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Table 1. Description of the extended Kalman filter algorithm.

Extended Kalman Filter Algorithm
Initialization:

Initialize state estimate x̂−
0 and error matrix covariance Σx̂−0

Prediction Step:
Predict the state estimate:
x̂−
k = f(x̂+

k−1, uk−1, w̄k−1)
Predict the observations:
ŷk = h(x̂+

k−1, ŷk−1, uk−1, n̄k−1)
Predict the error covariance matrix:
Σx̂−

k
= AkΣx̂−

k−1
AT

k +BkΣwB
T
k

Correction Step:
Compute the Kalman gain matrix:
Kk = Σx̂−

k
CT

k (CkΣx̂−
k
CT

k +DkΣnD
T
k )

−1

Update the state estimate:
x̂+
k = x̂−

k +Kk(yk − ŷk)
Update the error covariance matrix:
Σx̂+

k
= Σx̂−

k
−Kk(CkΣx̂−

k−1
CT

k +DkΣnD
T
k )K

T
k

Where:
Ak = ∂f

∂x

∣∣
x̂+
k−1

,uk−1,w̄k−1
Bk = ∂f

∂w

∣∣
x̂+
k−1

,uk−1,w̄k−1

Ck = ∂h
∂x

∣∣
x̂+
k−1

,uk−1,n̄k−1
Dk = ∂h

∂n

∣∣
x̂+
k−1

,uk−1,n̄k−1

and Σw,Σn are the covariance matrices of the two independent,
zero-mean, Gaussian processes w and n.

actual ISC state:

x = [z, iRC1
, iRC2

, h, GISC , T ]
T (9)

where z is the dimensionless state-of-charge (SoC), iRC1
and

iRC2
are the two polarization currents (expressed in A), and

T is the surface temperature (expressed in K).

Finally, the input vector and the output vector are defined as
follow:

u = [it, vt]
T (10)

y = [vt, T ]
T (11)

assuming that the load current it, the terminal voltage vt, and
the surface temperature T are all measurable quantities.

2.2. RUL estimation via simple linear regression

A simple linear regression model describes the linear rela-
tionship between a dependent variable, y, also known as the
response, and one independent variable, x, also known as the
predictor. In general, a simple linear regression model can be
a model of the form:

yi = β0 + β1xi + εi, i = 1, ..., n (12)

where n is the number of observations, yi is the i-th response,
β0 is the model constant, β1 is the slope of the model, εi is
the i-th error term that captures the variability in yi that is
not explained by the linear relationship with xi (Seber & Lee,
2012). The usual assumptions for simple linear regression
modeling are: (i) the error terms εi are uncorrelated; (ii) the
error terms εi have independent and identical normal distri-
butions with mean zero and constant variance, σ2

ε ; (iii) the
responses yi are uncorrelated.

In this study, we develop an approach to predicting the evolu-
tion of ISC state using a simple linear regression model. Here,
the response variable is the estimated equivalent ISC resis-
tance, denoted as RISC , which can be calculated as 1/GISC .
This estimate is obtained from the equivalent ISC conduc-
tance while cycling the battery cell. The predictor variable in
our model is the number of cycles, denoted as N . To ensure
adaptability, our approach involves fitting the simple linear
regression model using a robust least squares estimation algo-
rithm (Holland & Welsch, 1977) within a sliding window of
fixed size W . This means that although the number of obser-
vations analyzed remains constant at n = W , the actual data
points yi can vary between each query. To address the uncer-
tainties in our predictions, once the model is fit with the latest
available data points, we generate different realizations of the
ISC evolution by sampling from the estimated Gaussian dis-
tribution of the error terms, εi ∼ N(0, σε). These realizations
are then truncated when they reach a predetermined threshold
for the ISC state value. Through this process, we estimate the
pdf of the RUL.

3. RESULTS

In this section, we validate the performance of the framework
proposed in this work through a numerical study due to the
scarcity of experimental data in existing literature.

3.1. Simulating spontaneous ISC formation

To maintain simplicity and ensure consistency with our method-
ology, we use the electro-thermal battery model described in
Section 2.1 to simulate the dynamics of a real battery cell.
In practice, the voltage and surface temperature signals pro-
cessed by the proposed online ISC estimation algorithm are
generated by this same model, hereafter referred to as ”the
plant”. Nonetheless, we equip the plant with appropriate noise
generators to capture non-modeled dynamics.

In the plant, it is assumed that the progression of degradation
follows a power-law pattern over time:




RISC(t) = Ri − (Rf −Ri) ·

(
t

Tend

)p(T )

p(T ) = p0 · e−
c
T

(13)
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Table 2. The governing equations of the electro-thermal model.

Equation name Equation expression
Current Kirchhoff law i = it + iISC , with iISC = vt/RISC (1)
Voltage Kirchhoff law vt = OCV(z) +M0sign(i) +Mh−R1iR1 −R2iR2 −R0i (2)
Coulomb counting dz

dt
= − η

Q
i (3)

RC circuit dynamics
diRCj

dt
= − 1

RjCj
iRCj − 1

RjCj
i, with j = 1, 2 (4)

Hysteresis dynamics dh
dt

= −
∣∣∣ γηQ i

∣∣∣h−
∣∣∣ γηQ i

∣∣∣ sign(i) (5)

Electrical heat Qin = R0i
2 +

v2
t

RISC
(6)

Dissipated heat Qout = hconv(T − Tamb)A (7)
Heat balance dT

dt
= − 1

mcm
(Qin −Qout) (8)

Where it is the load current, vt is the terminal voltage, z is the state of charge, iRCj are the
polarization currents, h is the unitless hysteresis state, and T is the surface temperature.

Table 3. Model parameters.

Parameter name Symbol Value Unit
Open-circuit voltage OCV f(z) V
Series resistance R0 9.18 mΩ
1st polarization resistance R1 2.53 mΩ
2nd polarization resistance R1 21.32 mΩ
1st polarization capacitance C1 5116 F
2nd polarization capacitance C1 3582 F
Instantaneous hysteresis voltage term M0 0 V
Dynamic hysteresis voltage term M 0.16 V
Coulombic efficiency η 0.994 −
Rate of decay constant γ 1 −
Capacity Q 2.05 Ah
Battery cell mass m 76 g
Specific heat capacity cm 1095 J/KgK
Heat transfer convection coefficient hconv 10 W/m2K
Battery outer surface A 5.3 ×10−3 m2

Ambient temperature Tamb 298 K

Here the exponent p is a variable that changes with tempera-
ture, behaving according to an Arrhenius function; Ri is the
initial ISC resistance value; Rf is the final ISC resistance
value; Tend is the cycling time needed to evolve from Ri to
Rf ; p0 and c are respectively the Arrhenius constant and rate
terms. The values of these parameters are indicated in Table 4

The degradation model, which also incorporates a temperature-
dependent exponent, is formulated and parameterized based
on the following assumptions:

• ISC persists throughout the entire lifespan of the cell,
with its formation and evolution spanning hundreds of
hours or more (Zhang et al., 2021);

• As ISC progresses, the internal temperature of the cell
increases, leading to complex chemical reactions involv-
ing electrode materials, electrolyte, and separator (Feng,
Ouyang, et al., 2018);

• Most of these chemical reactions are exothermic, accel-
erating the TR occurrence. When the temperature over-
comes a critical point, various degradation phenomena

Table 4. Degradation model parameters.

Parameter name Symbol Value Unit
Initial ISC resistance value Ri 1000 Ω
Final ISC resistance value Rf 0.1 Ω
Cycling time from Ri to Rf Tend 1200 h
Arrhenius constant term p0 3278 −
Arrhenius rate term c 3.1× 10−3 K

occur, such as solid-electrolyte interphase layer decom-
position, anode-electrolyte reactions, electrolyte break-
down, separator meltdown, and cathode failure. All these
phenomena contribute to further increasing the internal
temperature of the cell, ultimately triggering TR (Feng,
Ouyang, et al., 2018).

The way the degradation sub-model described by Eq. (13)
relates to the electro-thermal cell model summarized by the
equations in Table 2 is graphically illustrated in Figure 1. This
model is simulated by cycling the plant using a dynamic stress
test current cycle and constant charging. The resulting ISC
state evolution is illustrated at the top of Figure 2, where the
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Figure 1. Electro-thermal battery cell model subjected to
spontaneous ISC degradation model evolution. (a) Electri-
cal sub-model coupled with the ISC degradation model. (b)
Thermal sub-model.

x-axis has been scaled to cycles and the y-axis has been log-
scaled to enhance visibility.

During the simulation, some important health-related quanti-
ties, i.e., the maximum temperature, Tmax, and the discharg-
ing time, tdis, measured across one cycle, have also been
recorded along with the voltage and temperature measure-
ments. These quantities are shown at the bottom of Fig-
ure 2. These quantities are, in fact, strongly correlated with
the severity of the ISC. The observed trends agree with those
expected for spontaneous ISC formation, as referenced in (Feng,
Pan, et al., 2018). Figure 2 further outlines three distinct re-
gions with dotted lines that correspond to the ISC severity
state in the plant. These states are defined based on the ob-
served effects on the aforementioned health-related quanti-
ties: in the soft ISC region, these quantities exhibit minimal
changes; in the moderate ISC region, these changes become
more noticeable; in the severe ISC region, the changes are
extremely significant.

3.2. Prognosis

To save memory space and computational costs, we only store
the data points of the Gaussian posterior pdf estimate of the
ISC state obtained from the EKF at the end of each cycle.
This decision is made considering that the ISC state is not ex-
pected to change significantly within a single working cycle.
Although the online ISC estimation algorithm is designed to
acquire and store data every second, we prioritize saving only

SoftModerateSevere

Figure 2. Top: ISC state evolution in the plant during cycling.
Bottom: evolution of the maximum temperature Tmax and
the discharging time tdis measured across one cycle.

these specific data points to local memory.

When enough data is available in the local memory, the user
can request the prognosis. In this study, we define the prog-
nosis triggering point as when the estimated ISC state enters
the moderate ISC region, specifically when R̂ISC ≤ 100Ω,
as indicated at the top of Figure 3. Additionally, we use a
sliding window size W of 50 data points to ensure the linear
regressor model captures the local trend behavior. This can
be seen in the bottom part of Figure 3, which illustrates the
linear regression at the prognosis query N = 520 cycles.

After fitting the parameters of the linear regressor model, the
RUL pdf is computed. This is done by moving forward in
time with the fitted model, sampling different realizations
of the error terms from the estimated Gaussian distribution,
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Figure 3. Top: Example of prognosis query when N = 520
cycles, outlining the sliding window W . Bottom: Linear re-
gression on the latest available data points in the sliding win-
dow.

εi ∼ N(0, σε), to account for modeling uncertainties. The
prediction is then truncated up to a threshold value of 10 Ω to
prevent the system from entering the severe ISC region. This
process, at the prognosis query N = 520 cycles, is illustrated
in Figure 4.

By repeating this process at different prognosis queries the
RUL pdf prediction evolution is obtained, as shown in Fig-
ure 5, and compared with the actual RUL evolution of the
plant. The results demonstrate the satisfactory performances
obtained with the proposed method. The estimated RUL steadily
converges to the true RUL value. However, the results consis-
tently suggest that the true RUL is far outside the 95% confi-
dence interval. This is because the linear regressor model can
well approximate the local degradation behavior with good
accuracy. However, the latter changes as ISC progresses due

500 600 700

N (cycles)

101R
I
S
C
(+

)

True evolution
Forecasted evolution
95% Con-dence Bands
RUL threshold

200 220 240

N (cycles)

0

0.02

0.04

0.06

0.08

0.1

pdf(RULjN=520)
True RUL

Figure 4. Top: predicted ISC state trajectory when N = 520
cycles. Bottom: corresponding RUL pdf estimation.

to the aforementioned exothermic electrochemical reactions,
which are accounted for with the degradation model described
in Eq. (13) considering an Arrhenius-like term. Furthermore,
the confidence bounds narrow progressively as the prognosis
steps advance, due to the increased accuracy of the EKF es-
timation as the ISC state becomes more severe, as also can
be appreciated on top of Figure 3. This, in turn, leads to a
smaller variance of the residuals with the estimated linear re-
gressor at a later prognosis query, when the ISC state is more
severe.

4. CONCLUSION

This work presents a prognosis framework for spontaneous
ISC formation. The proposed framework leverages the po-
tentialities of an EKF algorithm to online estimate and track
the evolution of the equivalent ISC resistance value, which is
a quantity representative of the actual ISC state of the battery
cell. At appropriate instants, some of the estimated ISC resis-
tance values are saved to local memory. The stored data are
then processed for prognosis. When enough data are stored,
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Figure 5. Comparison between true RUL evolution and pre-
dicted RUL evolution.

the user can request the prognosis algorithm to predict the
battery RUL pdf. This is done by employing a linear regres-
sor model for the prediction and a Monte Carlo simulation
for quantifying the uncertainties involved. This work estab-
lishes a first step toward effective spontaneous ISC formation
prognosis. Due to the lack of experimental data in the liter-
ature, the proposed approach has been validated numerically
with synthetic measurements that aim to accurately reproduce
the expected effects ISC has on the electrical and thermal
characteristics of the cell. Furthermore, a degradation model
that reasonably reproduces the expected evolution of ISC has
been constructed based on certain assumptions that may not
be fulfilled with real experimental data. Nevertheless, the
framework proposed could in principle accommodate differ-
ent degradation trajectories. Consequently, to further validate
the approach, future studies will apply the methodology to
real experimental data on spontaneous ISC formation as soon
as the latter is available. On top of that, the method could
be improved by using more sophisticated regressor models,
such as ARIMA or NARX models, to improve the RUL pre-
diction performance for a cell subjected to spontaneous ISC
formation.
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