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ABSTRACT

Recently, Prognostics and Health Management (PHM) has
gained attention from the industrial world since it aims at
increasing safety and reliability while reducing the mainte-
nance cost by providing a useful prediction about the Re-
maining Useful Life (RUL) of critical components/system.
In this paper, an Instance-Based Learning (IBL) approach is
proposed for RUL prediction. Instances correspond to trajec-
tories representing run-to-failure data of a component. These
trajectories are modeled using Unsupervised Kernel Regres-
sion (UKR). A historical database is used to learn a UKR
model for each training unit. These models fuse the run-to-
failure data into a single feature that evolves over time and
hence allow the construction of a library of instances. When
unseen sensory data arrive, the learned UKR models are used
to construct the test degradation trajectories. RUL is deduced
by comparing the test degradation trajectory to the library of
instance. Only the most similar train instances are kept for
RUL prediction. The proposed approach was tested and com-
pared to approaches that apply linear regression and PCA to
model the library of instances. Results highlight the benefit
of using UK compared to other approaches.

1. INTRODUCTION

Industrial systems are becoming more and more complex.
Maintaining them is thus becoming costly and difficult. Prog-
nostics and Health Management aims at reducing such main-
tenance costs while increasing systems security and reliabil-
ity. In a PHM process, prognostic is a central activity where
the common task is to predict the remaining life before failure
of the examined equipment. As defined by the 2004 Interna-
tional Organization for Standardization (ISO, 2004), prog-
nostics is an estimation of time to failure and risks of one or
more existing or future failure modes.
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In general prognostic approaches can be classified into three
classes: model-based, data-driven and hybrid approaches.

Model-based approaches study and model the degradation of
the component by relying on the physical laws describing the
damage propagation. This type of approaches gives accurate
prognostics results. However, building such models for com-
plex systems is a hard task especially in the absence of an
adequate knowledge about the physical degradation phenom-
ena.

Data-driven approaches, on the other hand, offer an appeal-
ing alternative to perform prognostics due to their ability to
learn models from historical data. They are based on statis-
tical and learning techniques and give the prediction output
directly from the condition monitoring data. They offer a
tradeoff between precision, complexity and implementation
costs. Unlike model-based approaches which are application
specific, data-driven approaches have a wider framework of
applications. They can be applied on different systems as
long as the assumptions related to the implemented approach
are satisfied. However, the prediction outcome resulting from
such approaches is less accurate.

Hybrid approaches are a combination of both data-driven and
model-based approaches. The combined approach inherits
the merits of both approaches while reducing the associated
inconveniences. To increase the accuracy and the prediction
performance, the physical model is studied and validated of-
fline using model-based techniques and then models parame-
ters are updated online using data-driven techniques.

As we do not have any prior knowledge about the physical
degradation model of the monitored component, in this pa-
per, we propose the use of a data-driven approach for RUL
prediction. The approach is known under the name Instance
Based Learning (IBL). The problem with this approach is to
find an instance formalization that is able to estimate the RUL
of a component while using the entire available sensory data.

There exist two types of instance formalizations: supervised
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and unsupervised formalizations. (Wang, Yu, Siegel, & Lee,
2008) for example used a supervised formalization of instances
by applying linear regression. They proposed to learn a re-
gression model of the damage by taking into account only
the boundaries of the sensory data. (Mosallam, Medjaher,
& Zerhouni, 2013) on the other hand, used an unsupervised
formalization by applying principal component analysis.

We select the unsupervised formalization of instances and we
propose the use of unsupervised kernel regression for this
purpose. We compare the performance of the latter to both
PCA and linear regression. Instances in our approach are thus
obtained using unsupervised kernel regression. UKR allows
modeling the latter without any assumptions about the com-
ponents health status or the degradation model. The proposed
method constructs a library of instances by fusing the run-to-
failure data into a single feature that is faithful to the sensory
data representing the damage propagation. Test instances are
matched to the library of instances using a similarity measure
and the RUL is estimated by using the end of life values of
the retrieved best matches. This approach is compatible with
any applications satisfying these assumptions:

• Run-to-failure data is available.

• Test components are assumed to go through the same
degradation process as train components.

• Sensory data capture the health status evolution.

• Component level prognostics.

The remaining of this paper is organized as follows: section 2
details the proposed approach. Section 3 describes the exper-
imental validation and the obtained results. Finally section 4
concludes the paper.

2. RUL PREDICTION APPROACH

The proposed approach predicts the remaining useful life of
a new component based on already seen examples. That is
learned instances.

IBL approaches for RUL prediction usually go through three
main steps as depicted in Figure1; instance formalization, re-
trieval step and RUL prediction. The purpose of the instance
formalization step is to construct a library of instances that
characterize the health status evolution of components. At
the retrieval step, a similarity test is conducted to retrieve the
most similar instances that are present in the library and re-
lated to the problem instance. Once these instances are iden-
tified, the information present in them is then used for RUL
prediction.

In our proposed approach, instances are formalized as degra-
dation trajectories modeled using unsupervised kernel regres-
sion. The method is divided into two steps: an offline and
an online step. Offline, a UKR model is learned from each
train instance, where a train instance is an instance that goes
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Figure 1. General IBL approach for RUL prediction.

through the whole degradation process. These learned mod-
els are used to fuse the multidimensional run-to-failure data
into a single feature that depicts the evolution of the health
status of the component. Hence, this modeling step enables
the construction of a library of train instances that are faith-
ful to the sensory data reflecting the degradation propagation.
Online, each of the learned UKR models will be used to re-
construct a test degradation trajectory for the considered test
unit. For a single test unit, all the reconstructed trajectories
are compared to the train trajectories present in the library of
instances. RUL is deduced by keeping only the train trajecto-
ries that are close to the test instance. The proposed approach
is summarized in Figure 2 and will be further explained here-
after.
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Figure 2. The general proposed approach. IBL approach for
RUL prediction.

2.1. Instance Formalization

Instances are formalized as a one dimensional signal that is a
faithful and compact representation of the multidimensional
sensory data related to the degradation process. These degra-
dation trajectories are modeled using unsupervised kernel re-
gression.

UKR is a recent approach that is used to obtain a faithful la-
tent dimensional representationX=(x1,x2,,xN ) , [qxN] of the
set of observed data (sensory data in our case) Y =(y1,y2,,yN )
,[pxN]. The method was proposed by Meinecke and Klanke
as an unsupervised formulation of the Nadaraya-Watson esti-
mator. The idea is to generalize the estimator to the unsuper-
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vised case of function learning (Meinicke, Klanke, Memise-
vic, & Ritter, 2005). In the supervised case the estimator real-
izes a continuous generalization of the functional relationship
between two random variables X and Y as described in Eq.(1)

y = f(x) =

N∑
i=1

yi
KH(x− xi)∑
j KH(x− xi)

(1)

Where KH is the kernel density.

As stated in (Memisevic, 2003), the difference between the
supervised and the unsupervised regression lies in the usage
of the input variables. In the supervised case this becomes a
problem of estimating a functional relationship of the input
and the related output variable using samples of the latter. In
the unsupervised case, the input variable space is considered
missing and needs to be estimated together with the func-
tional relationship by finding the sample set of outputs that
gives the minimum reconstruction error. In order to derive the
unsupervised counterpart of the estimator, (Meinicke et al.,
2005) use the same functional form of the Nadaraya-Watson
kernel regression estimator, but treat the missing input data as
parameters. This set of parameters X=xi serves as a lower di-
mensional latent representation of the original dataset Y=yi.
The UKR function becomes:{

bi(x;X) = K(x−xi)∑
j K(x−xi)

y = f(x;X) =
∑N

i yibi(x;X) = Y b(x;X)
(2)

Where bi(x;X) contains the kernel-based latent basis func-
tion and f(x;X) is the UKR function.

The objective of unsupervised function as defined by Meincke
et al. (2005) is to find a suitable realization of the mapping
between the latent domain and the original data domain to-
gether with an associated latent representation. This can be
reduced to a problem of finding a suitable latent mixture den-
sity p.

p(x;X) =
1

N

N∑
i=1

K(x− xi) (3)

With that latent density model, the UKR function can be com-
pletely specified without any further parameters. After having
defined the UKR model, the training phase of UKR consists
in minimizing the reconstruction error, R, which is the error
between the original observed data and the data points recon-
structed from the latent variable vectors xi

R(X) =
1

N

N∑
i=1

||yi − f(xi;X)||2 (4)

The concept of UKR is an appropriate choice in our applica-
tion since the output variable space to which we do not have
access, as we do not have any prior information about the
degradation evolution, is not required to perform the regres-
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Figure 3. Learning how to formalize instances.

sion. The output of the regression model is a compact repre-
sentation of the input data that keeps the resulting information
loss at minimum.

As it can be seen from figure 3, from each training unit, a
model is learned and saved in a library of models. This library
is later used to formalize train and test instances. See figure
4.
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Figure 4. Instance formalization. (a) For a training unit. (b)
For a test units.

For a train instance, the corresponding UKR model is known
and directly used to construct the degradation trajectory. As
for a test instance, the corresponding model is not known but
assumed to be one of the models presents in the library. In
order to identify the right model, all the models of the library
are used. This results in “n” - number of UKR models- test
trajectories for a single test unit. At the retrieval step only the
appropriate models are kept.

The obtained trajectories using UKR are further processed to
produce a smoother output. Figure 5 presents the obtained
trajectory after curve fitting.

2.2. Retrieval Step

In IBL, the retrieval step is of high importance. Retrieving
unrelated instances will result in a large margin of prediction
error. In order to obtain an estimation of the RUL of a given
test instance, the train instances (instances with known End of
Life values) similar to the test instance are retrieved. This is
done by conducting a similarity test between test and train tra-
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Figure 5. UKR degradation trajectory.

jectories. In most of the available IBL prognostic approaches,
the historical data is not entirely used to set this similarity, it
is either set by a vector of features characterizing the instance
instead of of the actual instance data (Xue et al., 2008), or
by using only the last measurements (Ramasso, Rombaut, &
Zerhouni, 2013),(Zio, Di Maio, & Stasi, 2010).(Mosallam et
al., 2013) and (Wang et al., 2008) took into consideration the
whole historical data. However, with giving the same weight
to all observations while it is known that late observations are
of higher importance as failure of components occurs at late
ages.

In this work, we use a similarity measure that considers the
whole observation data with giving more weights to late ones.
Figure 6 illustrates how to conduct this similarity test for a
single test unit ”p” when ”n” train instances are available.

 

Figure 6. Retrieval step for a single test instance.

For each train instance, a single trajectory is constructed us-
ing the UKR model learned from that train instance. As for
test instances, the testing unit consists of n test trajectories
each constructed using one of the UKR models learned of-
fline. As shown in Figure 6, each test trajectory is com-
pared to its peer train trajectory that is the train trajectory con-

structed using the same UKR model. The sign +/- on the fig-
ure represents the computation of a similarity score between
the two trajectories. This score is obtained by conducting a
similarity measure as follows: The examined trajectories are
divided into windows. Each window in the test trajectory is
scanned throughout the entire train trajectory. The purpose of
doing this is to find the trajectories with the highest similarity
scores. The similarity between windows and thereby trajec-
tories is based on the Euclidean distance, where late windows
are given more importance since failure occurs at the late ages
of life of the component. The final similarity score for each
train trajectory is a value that is between ’zero’ and ’one’.
Zero indicating complete dissimilarity and one indicating a
perfect match. The described similarity measure is formal-
ized in algorithm 1 and illustrated in figure 7.

 

 
time time 

Figure 7. Proposed similarity measure.
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By the end of the retrieve step, the most similar instances
to the train instance are identified based on their similarity
scores and kept aside for later use.

3. RUL PREDICTION

For a given test instance, RUL is predicted using the retrieved
train instances. As described in figure 8, the library of in-
stances contains instances with known end of life values. Once
an online instance arrives, that is an instance with an unknown
end of life value, a similarity test between instances is con-
ducted using the approach described in this paper. RUL is
then deduced using the EOLs of the best match instances.
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Figure 8. Proposed similarity measure.

For each retrieved train instance, RUL is calculated as the
difference between the end of life of the latter and the end of
similarity. Eq.(5)

RUL(i) = EOLi − EOSi (5)

Where EOLi is the end of life of the train instance i and
EOSi is the end of similarity which also indicates the cur-
rent location on the train instance and is set by the similarity
measure.

The predicted test RUL is obtained as either a simple average
of RULs of best match instances, Eq. (6) or a weighted sum,
where weights are obtained based on the similarity score of
the best match instances, Eq. (7).

MeanpredictedRUL =
1

k
.

k∑
i=1

RUL(i) (6)

WeightedsumpredictedRUL =

k∑
i=1

w(i).RUL(i) (7)

where,

w(i) =
SimScore(i)∑k
i=1 SimScore(i)

4. APPLICATION AND RESULTS

4.1. Data Representation

The challenge dataset of diagnostics and prognostics of ma-
chine faults from the first international conference of PHM
(Saxena, Goebel, Simon, & Eklund, 2008) was used to eval-
uate and assess the performance of the proposed approach.

This dataset simulates the damage propagation of aircraft gas
turbine engines. It consists of 26 features which are multi-
ple multivariate time series signals. Each time series repre-
sents a different engine from the same complex system. At
the beginning, each engine is operating normally but ends up
developing a fault prior to failure.

Among the available datasets, dataset 1 was used. This dataset
is characterized by one operating condition and one fault mode.
The training file is composed of 100 time series representing
the damage propagation of 100 units. Each unit in this file
goes through the whole degradation process. The test file is
composed of 100 time series as well. However, these time se-
ries end up some time prior to failure. Hence, the objective is
to predict the remaining useful life for each test unit. Among
the 21 sensors, only 5 were used accordingly to (Ramasso et
al., 2013),(Wang et al., 2008).

4.2. Evaluation Metric

To evaluate the performance of the proposed approach, the
percentage of acceptable predictions is considered as an eval-
uation criteria.

A prediction is considered correct if its corresponding error,
Eq. (9) falls with the range of acceptable errors (Ramasso et
al., 2013), (Goebel & Bonissone, 2005). In this paper, the
interval was set as I= [-10, 13]. The interval is asymmetric
as early predictions i.e. predictions with positive errors, are
preferable in prognostics and hence more tolerable compared
to late ones. Figure 9 illustrates this interval.

The performance is then calculated as the percentage of the
overall correct predictions.

Error = ActualRUL− PredictedRUL (8)

Late 

predictions 

Correct predictions Early 

predictions 

Too 

late 

Too  

Early 
0 +13 -10 

Figure 9. Evaluation Metrics.

4.3. Results and Discussion

To estimate the remaining useful life of the test unit a UKR
model was learned from each unit in the training file. The
entire 100 units of the test file were used for testing. It should
be noted here that test trajectories have different lengths. That
is each test unit has a different prediction horizon.

Throughout the whole testing, the same set of parameters of
the similarity measure was used, the size of windows was set
to 30, the overlap to 15, λ was set to 1 and the threshold to
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0.8. this set of parameters is user-defined and determine how
strict is the similarity measure.

Figure 10 shows the predicted and real RUL values for the
100 test unit, using UKR with a simple average of best match
RULs.
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Figure 10. Actual and predicted RUL values for the test units.

The performance of our approach based on UKR was com-
pared to PCA and linear regression. To do this, the UKR
modeling step in the general approach, Figure 2, was replaced
by PCA and linear regression.

As a first alternative to UKR, and for comparison reasons,
PCA was used to fuse the sensory data into a one dimen-
sional signal. This step was repeated offline and online. The
obtained fitted online signal was compared to the library of
instances constructed using PCA and RUL was calculated as
described in section 2.3.

The second alternative was to model the degradation trajec-
tories using linear regression. As proposed by (Wang et al.,
2008) a regression model was trained offline by considering
two states of the component; healthy and faulty. A com-
ponent is considered healthy at the beginning of its life and
faulty at the end of its life. Only sensory data representing the
healthy and faulty states were used to train the model. The re-
gression model was used both offline and online to fuse the
sensory data. The fitted online trajectory was compared as
well to the library of instances following the same approach
described in this paper.

The performance of UKR was compared to PCA, since in this
work UKR was used as dimension reduction tool and PCA
is the most widely used and understood dimension reduction
tool. Linear regression on the other hand was used by (Wang
et al., 2008) for the same datasets and proved to be efficient
for damage modeling on this dataset.

Results obtained using UKR based modeling approach, PCA
and linear regression are shown in figures 11 and 12. Fig-

ure 11 depicts the obtained results using a simple average of
RULs of best match instances while figure 12 depicts the ob-
tained results using a weighted sum of the latter. Both meth-
ods had almost equal performance with slight preference of
the weighted sum method.

Figure 13 depicts the performance difference between UKR
linear regression and PCA according to the selected number
of neighbors. The graph shows better performance of UKR.

Figure 11. Obtained results using simple average of best
match RULS.

Figure 12. Obtained results using a weighted sum of best
matches RULs.

The results show clearly higher performance of UKR based
modeling approach compared to both PCA and linear regres-
sion modeling. This superior performance can be explained
by the following main two reasons; absence of any type of
modeling while using PCA, and using only portions of the
training data to train the regression model while applying lin-
ear regression.
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Figure 13. Performance difference between UKR, PCA and
linear regression.

The approach is built on instance based learning where the
similarity between train and test instances is of high impor-
tance. In the absence of any learned model, that is applied to
both train and test instances as it is the case for PCA, finding
and detecting such a similarity is rare (not always an option)
since the instances were not modeled in the same way. This is
why PCA had the worst performance compared to linear re-
gression and UKR.As for linear regression, although a unique
model was used for both test and train instances the model
was learned using only a portion of the training data while ne-
glecting the rest. This slightly affected the performance of the
linear regression leading to worse performance than the pro-
posed UKR-based approach for higher number of neighbors.
As it can be seen from figures 8 and 9, changing the number
of neighbors affects the performance of the prediction. The
prediction performance for both approaches varies from 42%
to 50% for the linear regression approach and from 38% to
57% for the UKR approach. The best prediction performance
value using the linear regression approach is 50% and it is
obtained by considering 9 neighbors while the best prediction
performance for the UKR approach is 57% obtained using 15
neighbors. Comparing the best prediction performances of
both approaches UKR seems to be better as it gives the high-
est overall performance.

5. CONCLUSION

This paper presented a prognostic approach for RUL predic-
tion based on instance based learning and unsupervised ker-
nel regression. UKR was used to model the degradation tra-
jectories without any prior knowledge about the health state
of the component. Online, the piece of trajectory constructed
using the UKR models learned offline, is compared to a li-
brary of degradation trajectories. RUL is then estimated di-
rectly using the retrieved best match trajectories.

The approach was demonstrated on the challenge dataset of
diagnostics and prognostics of machine faults. Results showed
better performance of UKR modeling compared to PCA. As
for linear regression, the performance difference is in favor of
UKR for higher number of neighbors. Our future work will
focus on further enhancing the instance formalization and the

similarity measure by adding to the temporal aspect of tra-
jectories a frequency aspect and considering the frequency
difference when setting the similarity score.
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