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ABSTRACT

With the rise of Artificial Intelligence (AI), machine learn-
ing techniques are now conquering the research field of Prog-
nostics and Health Management (PHM). Classic deployable
prognostic models manipulate large amount of machinery his-
torical data to map the degradation process based on inherent
features. Nowadays one of the major challenges in prognos-
tics research is the data deficit problem when historical data is
not available or accessible, in enough quantity and variety. In
the frames of Transfer Learning, the domain adaptation tech-
nique aims to build a model with strong generalization ability
which can be transferred to datasets with different distribu-
tions. In this paper, a Domain Adversarial Neural Network
(DANN) model is combined with a Bidirectional Long Short-
Term Memory (Bi-LSTM) neural network for the estimation
of the Remaining Useful Life (RUL) of rolling element bear-
ings. The unsupervised domain adaptation is fulfilled using
a labelled bearing degradation dataset as the source domain
data and an unlabelled dataset captured under different oper-
ation conditions as the target domain data for the Bi-LSTM
DANN. The proposed method achieves promising results, ap-
plied on real bearing vibration data captured on run-to-failure
tests, with high prediction accuracy of the bearing RUL com-
pared to un-adapted methods.

1. INTRODUCTION

Modern condition monitoring techniques leverage digitalized
sensory connectivity to collect a vast amount of data reflect-
ing the health status of industrial assets. Sophisticated tech-
nologies of industrial informatics, including microelectrome-
chanical sensors, Internet-of-Things communication, and edge-
cloud computing platforms, enable the processing of Big Data
at a low cost. In the meantime, data-driven based condition
monitoring methods have been proposed to align the data ef-
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forts to the practical industrial needs, especially for the pre-
dictive maintenance scheduling based on the prediction of the
components’ RUL. Currently, the common deployable RUL
prediction approach manipulates the historical data from the
target mechanical setup in order to map the prognostic model.
Considering the long operating time and the varied degrada-
tion modes of the run-to-failure tests, the data collection, and
the model construction process can be extremely expensive in
practical industrial applications. One possible solution to this
challenge would be to take advantage of the model general-
ization ability by transferring the prognostic model from one
machine to others.

Machine learning models have been considered as indicative
tools of this solution. In the frame of machine learning, an
intuitive implementation of this scenario is to apply a model,
trained with the data and the labels from other machinery,
directly on the target dataset for RUL estimation. The perfor-
mance of this method is strongly related to the data amount
and the variety of operating conditions during the training
process. Current research has shown that the statistical dis-
tribution of the sensory dataset can behave very differently
even for an identical mechanical setup due to unseen fac-
tors, such as the lubrication conditions, the temperature, and
the assembly errors, which demonstrate the stifling fact that
the constructed fine-tuned machine learning models are case-
specified.

As the new frontier of machine learning, Transfer Learning
(TL) is a promising approach to improve the model general-
ization ability. By transferring knowledge between models,
TL leverages a model, trained on source domain data, to be
used directly on target domain data to facilitate the model de-
veloping process. According to the model transfer tasks be-
tween the two domains, TL models can be categorized into
three types, i.e. the inductive, the transductive and the unsu-
pervised model (Pan & Yang, 2010). The transferred knowl-
edge can be either the model parameters or feature represen-
tations. Some instances have shown the high performance of
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TL in rotating machinery condition monitoring. A transfer-
able Convolutional Neural Network (CNN) was proposed for
bearing and gearbox diagnostic tasks by Chen et al. (2019).
By freezing the weights of several layers and fine-tuning the
rest, the model was expected to extract more discriminative
features compared to the un-transferred ones. Targeting at
the simulation of aeroengine degradation datasets, Fan et al.
(2019) transferred the features learned from consensus self-
organized models and utilized a random forest regressor to
predict the RUL. Shao et al. (2018) employed the weights of
a pre-trained CNN based on the ImageNet dataset on a clas-
sification model using a 2d spectrogram as inputs for gearbox
fault diagnostics. Through these intriguing findings, TL mod-
els are proved effective in supervised learning problems with
known label information for both target and source domain
data during the model fitting process.

In practical prognostic scenarios, the RUL labels for the tar-
get domain data are not accessible, which makes the super-
vised TL models infeasible to deploy. Considering the distri-
bution mismatch between the source and the target datasets,
the domain adaptation method of TL employs a shared fea-
ture space that can bypass the labelling issue by training the
model in a semi-supervised or unsupervised way. One of the
domain adaptation techniques is using the Maximum Mean
Discrepancy (MMD) as the metric to evaluate the discrep-
ancy between the two domains. Wen et al. (2017) explored
the combination of MMD with a deep auto-encoder to clas-
sify the unlabelled target domain data for the bearing fault
diagnostic task.

Another domain adaptation technique, the Domain Adversar-
ial Neural Network (DANN), has gained much interest from
machine learning researchers in the directions of Natural Lan-
guage Processing (Fu et al., 2017), machine translation (Britz
et al., 2017), and semantic segmentation (Tsai et al., 2018).
DANN employs a domain classifier to discriminate the fea-
tures from either the source or the target domain. By mak-
ing use of adversarial training, the joint feature representa-
tions are extracted when the classifier can no longer identify
which domain these features are coming from. On the other
hand, the features are simultaneously fed to a label predictor
to learn the labels of the target domain data as the outputs.

Some attempts have been made using DANN for machinery
condition monitoring purposes. Han et al. (2019) fed the vi-
bration signals to a DANN model using a 1d CNN based
feature extractor for the fault diagnostics of wind turbines.
Q. Wang et al. (2019) introduced a semi-supervised way of
using DANN for bearing fault diagnosis and meanwhile com-
pared the results with other domain adaptive methods. Be-
yond the classification tasks, da Costa et al. (2020) applied
the DANN framework on aeroengine degradation simulation
datasets to predict the RUL, which shows the effectiveness of
this method in dealing with prognostic problems.

Under the context of bearing prognostics, this paper utilizes a
Bidirectional Long Short-Term Memory neural network (Bi-
LSTM) as a feature extractor associated with the DANN model.
Raw vibration signals from bearing datasets captured under
different operating conditions are used as source and target
domain data. The model is applied in an unsupervised way
without any priori information about the RUL of the target do-
main data. Compared to the un-adapted models, the proposed
Bi-LSTM DANN shows better performance in the prediction
of bearings RUL. The rest of the paper is organized as fol-
lows: the fundamental theories on DANN and Bi-LSTM are
introduced in Section 2, and the proposed model is discussed
in Section 3. The run-to-failure experimental setup and the
datasets are illustrated in Section 4. The experimental results,
as well as the comparative analysis, are presented in Section
5. The paper closes with some conclusions in the last section.

2. THEORETICAL PART
2.1. Domain Adversarial Neural Network (DANN)

DANN can be traced back to the research from Ganin & Lem-
pitsky (2014) and Ganin et al. (2016). It is designed to en-
counter the domain shift problem, i.e. the distribution mis-
match of the training and the testing datasets. Inspired by
the Generative Adversarial Networks (GANs), DANN uses
adversarial training to construct a domain-invariant feature
space for both the source and the target domain data. These
features are simultaneously sent to a domain classifier and a
label predictor. By learning from the source domain data and
the associated labels, the goal of DANN is to map a function
that can precisely label the target domain data.
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Figure 1. The architecture of DANN for regression.

As shown in Figure 1, the DANN architecture includes three
parts: the feature extractor Gs(-;6y), the domain classifier
Ga(+;64) and the label predictor G,.(-; 6,-), where ¢, 64 and
0, are respectively their hyper-parameters. Gy is used to cre-
ate the feature space needed for the following networks based
on the mixture of source and target domain samples. In the
forward propagation, the features are sent to G4 to classify
whether they come from the source or the target domain. The
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loss of G4 can be described as:

La(0f,04) = La(Ga(Gy(2;05);0a)) (1)

where x is the input. According to Ganin et al. (2016), the
training target of G4 is to reduce the H-divergence between
the two domains, which can be fulfilled using a Gradient Re-
versal Layer (GRL). During the back propagation process, the
GRL is inserted between the domain classifier and the feature
extractor to make the reverse training targets, i.e. Gy is opti-
mized to extract domain-invariant features from the two do-
mains, but G4 is optimized to discriminate as much as possi-
ble their belonging domain. GRL can be simply implemented
by multiplying the gradient by —1 without introducing other
hyper-parameters. When the classifier can no longer identify
the exact domain of a sample, the domain-invariant feature
space aligning the two distributions is considered to be suc-
cessfully constructed.

Since the labels are available for the source domain data, the
features are simultaneously sent to GG,., which is trained in a
supervised way. The loss function of G, is described as:

Ly (0,6r) = Lo (Gr (G (25 07): 6r)) 2

Combining the domain classifier and the label predictor, the
total loss of DANN can be defined as follows according to
Ganin et al. (2016):

I,
L(gfvgdaa?”) :ﬁZL;(gfaaT’)_
i=1

1 no 1 n’ '
A(EZLZ(W,%) + ;ZLQ(W’ 0a))
=1 i=1
3)

where n and n’ are respectively the numbers of samples from
the source and the target domain. X is the weight scalar of the
loss. By implementing optimizers like SGD, Adam, or RM-
SProp, Equation 3 is expected to converge to a saddle point,
and then the labels of the target domain can be predicted. It
is noticeable that the DANN model can be used in either a
semi-supervised or unsupervised way. The proposed method
in this paper is leveraging the unsupervised DANN with the
Bi-LSTM feature extractor.

2.2. Bi-LSTM feature extractor

As one of the most popular algorithms for sequence related
problems, LSTM is an all-rounder tool which has been imple-
mented in image caption, text translation, handwriting gener-
ation, etc. (Brownlee, 2017). Generally, vibration-based ro-
tating machinery degradation datasets embed the degradation
information in the time domain observations, measurement
by measurement till the end of the life. The temporal connec-
tions of the signals should be taken into account when dealing
with sequential learning. Compared to other types of neural

networks, LSTM has unparalleled advantages to satisfy this
requirement with the ability to learn and manipulate the mem-
ory or state from the previous time steps.

Classic LSTM network uses the input time sequence in one
direction, i.e. from the past to the future. When the en-
tire input sequence is available, a bidirectional training of the
LSTM from both forward and backward directions gives ac-
cess to the information of both the past and the future time
stamps. Bi-LSTM has been proved an effective method to lift
the performance of the sequence prediction results.
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Figure 2. The schematic of the Bi-LSTM neural network.

Figure 2 illustrates the schematic of the Bi-LSTM with the
input x feeding into the LSTM neurons from two directions
at different time step ¢. For regular one-directional LSTM,
the hidden state of the neuron is denoted with the following
equation:

hi = f(@e, he—1;0rsTM) “4)
where 01 g7 represents the hyper-parameters, and f is the
mapping function. The internal computation process of an

LSTM memory unit is specified below according to Jozefow-
icz et al. (2015):

iy = o(Wixy + Rihy—1 + b;)

fi = O’(Wfa?t + tht,1 + bf)

2z = tanh(W,xs + Ryhe—1 + b,)
Ct =zt kip +cp_1 * fy

oy = o(Woxy + Rohi—1 + b,)

ht = tanh(cy) * oy

&)

where the variables of W and R are respectively the weights
related to the current states and the previous states. The vari-
ables of b represent the biases. ¢ and tanh denote respec-
tively the logistic sigmoid and the hyperbolic tangent func-
tion. The symbol * indicates the element-wise multiplication.

In the structure of Bi-LSTM, the variables mentioned above
are calculated separately for the forward and backward di-
rections denoted, respectively, with — and < on top. Thus
the hidden state, as well as the output of the time step ¢ of
Bi-LSTM, can be described as:

yt:Z@ﬁt (6)



EUROPEAN CONFERENCE OF THE PROGNOSTICS AND HEALTH MANAGEMENT SOCIETY 2020

where @ is the element-wise sum. In this way, the Bi-LSTM
can effectively capture the long-term dependencies through
the input time sequences. By considering the vibration sig-
nals as inputs, a Bi-LSTM network is used in this paper as
the feature extraction part in the frame of DANN. The de-
tailed implementation is discussed in the following section.

3. PROPOSED METHOD

Vibration signals have been proved efficient to reflect and
monitor the degradation of components, which are collected
as input data. The flow chart of the proposed method is de-
picted in Figure 3, which is composed as follows. The source
domain data includes the vibration signals and the RUL labels
from the bearing under one certain operating condition. The
target domain data contains only the signals from the bear-
ing under another operating condition. These two types of
information are passed to the proposed neural network.

Bearing 1
I77 Vibration signals |
I . . Py
1 o N | Prognostic model  Bearing 2 RUL prediction
Source ! RUL labels i
'
domain | :
=]
| = :
L _Tme ]
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Figure 3. Flow chart of the proposed prognostic method.

In the DANN model, the Bi-LSTM feature extractor is formed
with Bi-LSTM and Fully Connected (FC) layers. The FC lay-
ers are also used in the domain classifier and the label predic-
tor with shared weights from the Bi-LSTM. A softmax and a
linear activation function are applied respectively in the last
layers of the domain classifier and the label predictor. In
this implementation, the cross-entropy loss function is used
for the domain classifier. Since the label predictor is dealing
with the regression problem, the root mean square error loss
function is selected for the optimization of the label predictor.
Based on the work of Elsheikh et al. (2019), the architecture
and the parameters of the proposed Bi-LSTM DANN can be
found in Table 1.

Besides the layers mentioned above, the GRL is added be-
tween the last FC layer of the feature extractor and the first
FC layer of the domain classifier, as discussed by Ganin et al.
(2016). The weight of loss A between the domain classifier
and the label predictor is set to 1.0 in this work.

4. EXPERIMENTAL PART
4.1. XJTU-SY bearing datasets

The proposed model is evaluated using the XJTU-SY bearing
datasets (B. Wang et al., 2018). The testing setup is shown

Table 1. Architecture of the Bi-LSTM DANN.

Feature extractor

1 Input layer Size: length of the signal
2 Bi-LSTM layer Unit: 500

3 Dropout layer Rate: 0.5

4 FC layer Unit: 500, activation: Relu
5 Dropout layer Rate: 0.5

6 Feature output Unit: 200, activation: Relu
Domain classifier

7 FC layer Unit: 100, activation: Relu
8 Dropout layer Rate: 0.5

9 Domain classification Unit: 2, activation: Softmax
Label predictor

10 FC layer Unit: 100, activation: Relu
11 Dropout layer Rate: 0.5

12 Source regression Unit: 1, activation: Linear

in Figure 4. The vibration signals of 15 type LDK UER204
rolling element bearings are collected, during accelerated run-
to-failure tests, by two accelerometers with a sampling fre-
quency of 25.6 kHz. The sampling duration of each signal is
1.28s (32,768 points), and the signal collection interval is 1
minute during the whole measurement campaign.

| Digital force display | l Motor speed controller || Vertical accelerometer

Tested bearing

AC motor Support bearings Hydraulic loading |§| Horizontal accelerometer

Figure 4. Experimental setup of XJTU-SY bearing datasets.

The accelerated run-to-failure tests are realised under 3 oper-
ating conditions with different load and speed, as presented
in Table 2. The data collection automatically stops when the
maximum amplitude of the vibration signals exceeds 10 times
the normal status. The failure types of the 15 bearings have
been inspected after the experiment and are listed also in Ta-
ble 2.

4.2. Data preprocessing and hyper-parameter selection

The measured raw vibration signals are used as inputs to the
feature extraction part of the proposed model. To fit in the
Bi-LSTM layer of the network, the input is reshaped as a
raw (N, Ly;q, Ny) where N is the number of measurements
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Table 2. Operating conditions and bearing failure types.

Condition 1 Condition 2 Condition 3
2100 rpm/12 kN 2250 rpm/11 kN 2400 rpm/10 kN
Bearing Fault Bearing Fault Bearing Fault
1.1 Outer race 2.1 Inner race 3.1 Outer race
Inner race
12 Outer race 22 Outer race 32 Out];:;lliace
Cage
1.3 Outer race 23 Cage 33 Inner race
14 Cage 2.4 Outer race 34 Inner race
1.5 Inner race 2.5 Outer race 35 Outer race

Outer race

which will be loaded and is equal to the batch number, L;,
is the length of the signal and Ny is the number of features
which in this work is set to 1. To label the datasets with the
actual RUL values, the bearing degradation is presumed as a
linear decreasing process in the entire life duration, which in-
dicates a range from 1 to O for the normalized RUL. The pre-
dicted RUL can be calculated based on the normalized value
and the inspecting time stamp 7" as follows:

RULnorm

]- - RULnormT (7)

RULpTed =
For the hyper-parameters of the proposed model, the batch
size of training is selected from the set {64, 128, 256} based
on grid search. Adam is used as the optimizer for both the do-
main classifier and the label predictor with the learning rates
set respectively equal to 1072 and 10~%.

4.3. Comparative methods

Three different types of neural networks, including Multi-
layer Perceptron (MLP), 1D CNN, and classic one-directional
LSTM, are selected as comparative feature extractors to as-
sess the performance in the frame of DANN. The structure
and the parameters of these networks follow respectively the
work of Heimes (2008), Liu et al. (2019) and Zhang et al.
(2019). For the MLP model, the raw vibration signal is trun-
cated to the length of 2,000 as input for computation effi-
ciency. The kernel sizes of the 1D CNN model are modified
as {64, 64, 32, 32, 16, 16} for the 6 layer CNN architecture.
Adam optimizers are employed for all these models. The ar-
chitecture and the parameters of the domain classifier and the
label predictor remain the same as the proposed model.

The comparison between the un-adapted and the domain adap-
tation models is conducted based on the Bi-LSTM DANN
and three regression models. Two intuitive regression mod-
els are selected as baseline models, i.e. the Support Vector
Regressor (SVR) and the Random Forest Regressor (RFR),
with the parameters from Soualhi et al. (2014) and Patil et al.
(2018) as references. Additionally, a source regression Bi-
LSTM model using the label predictor part of the proposed
DANN architecture is also adopted to examine the influence

of the domain shift.

4.4. Evaluation metrics

The performance of the prognostic model can be measured
via several metrics (Saxena et al., 2010). The Root Mean
Squared Error (RSME) and the Mean Absolute Error (MAE),
as denoted in Equation 8 and 9, appear to be the most com-
monly used ones in the literature and therefore are adopted in
this work for performance evaluation.

o .
N (RUL.., — RUL} )
- \/zz_x CRULLDY

N

N i i
S |RULa]C\,; RULY, .4 ©

RU Lo represents the actual RUL label, and RU Ly,.cq is the
predicted RUL. i is the sequence number of the time stamp,
and N is the total number of measurements.

MAFE =

5. RESULTS

All model computation tests are performed in this paper on
an Intel Xeon Gold 6140 (2.3 GHz) with 192 GB RAM and
NVIDIA Tesla P100 GPU. The proposed prognostic model
is built with Python 3.6 and TensorFlow 1.9. Due
to the existence of the domain shift between different operat-
ing conditions, the implementation of the proposed model fo-
cuses in the cross-condition adaptation. Thus the source and
the target domain datasets are selected from different operat-
ing conditions including three transfer scenarios: Condition
1 — Condition 2, Condition 2 — Condition 3 and Condition
3 — Condition 1. One of the bearings in each scenario is
used for training and the rest are used for testing. Each test is
repeated 10 times, and the averaged metrics are recorded to
reduce the influence of randomness.

The bearing fault type is considered related to the degrada-
tion mode. Therefore it is also necessary to investigate if the
proposed model could achieve cross-mode adaptation. In the
following subsections, the comparative analysis of the feature
extractors and the un-adapted models are performed based
on the bearings with the same type of fault (outer race de-
fect). Moreover, the evaluation of cross-mode adaptation is
analyzed by using bearings with different faults in the source
and the target domain.

5.1. Feature extractor comparison

As illustrated in the previous section, three feature extractors
are proposed within the same architecture of DANN to be
compared with the Bi-LSTM network. The batch size is set
to 128 in this test. The detailed results of the performance
are listed in Table 3, where the RMSE and the MAE of each
architecture are presented with their standard deviation.

The results show that the Bi-LSTM and LSTM architectures
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Table 3. Results of the feature extraction networks with DANN (Unit: min).

Source  Target MLP CNN LSTM Bi-LSTM

domain  domain RMSE MAE RMSE MAE RMSE MAE RMSE MAE
1.1 22 31.724£2.82  26.38+£4.22 29.874+7.21 24.7243.23 18.28+£2.02 14.57£3.01 15.114+2.09 12.19+2.12
11 2.4 30.57+£1.25 25.10£2.20 29.63+2.35 24.60+4.82 19.45+£1.01 15.37£1.72 16.79+2.08 13.43+1.02
11 2.5 26.88+£3.02 23.02+£2.26 24.75+£2.20 20.554+2.42 22514273 18.60£3.02 13.23£1.52 10.17+0.96
1.1 3.1 37.69+£4.52 33.10£3.20 36.38+4.62 32.02+1.24 28.364+3.25 25.50£2.47 22.21+£1.01 19.72+1.20
22 12 20.89+1.28 16.93+£2.37 18.804+1.22 15.49+2.06 16.61£0.82 13.204+1.03 16.22+1.06 12.87£1.83
22 13 22.194£0.99 17.21£1.20 19.00+1.63 14.87+1.03 16.07+0.77 12.96£1.31 15.87+£0.93 12.03+1.09
22 3.1 36.17£2.08 32.01£1.73 34.80+1.92 30.07+2.00 28.23+1.14 24.94+1.04 26.09+£1.87 22.21+1.79
22 35 26.66+£1.29 20.13£1.03 26.60+1.35 21.374+0.83 18.95+1.23 15.83+£0.87 14.69+1.32 11.78+1.28
3.1 11 18.61+1.97 14.56£1.52 17.72+£1.33 14.22+2.10 12.26+1.35 9.92+1.43 11.77£1.08 8.02+£1.29
3.1 1.2 19.764+2.26  15.99+£1.92 17.80£1.77 14.59+£1.26 13.77+1.87 10.09+1.32 11.83+1.05 8.13+1.35
3.1 1.3 20.32+£1.57 16.81£2.02 19.96+2.06 16.01+1.66 13.92+1.27 10.01£242 12.20£1.62 9.63+1.51
3.1 22 19.2942.81 16.02£1.87 20.03£1.78 17.72+1.97 15.39+1.86 12.04+1.20 16.10£1.01 13.02£1.16
3.1 2.4 20.224+2.20 16.76£1.98 19.93+1.27 16.52+1.28 16.62+1.09 12.79£1.53 14.77+£1.73 11.62+1.04

150 Source domain: Bearing 1_1, target domain: Bearing 2_2 120 Source domain: Bearing 2_2, target domain: Bearing 3_S 140 Source domain: Bearing 3_1, target domain: Bearing 1_1

RUL predicted CNN-DANN
RUL predicted MLP-DANN

RUL/min
RUL/min

RUL predicted CNN-DANN

RUL predicted CNN-DANN

RUL predicted MLP-DANN RUL predicted MLP-DANN

RUL/min

0 20 40 60 80 100 120 140 160 180 0 20 40
Time/min

(a)

Time/min

(b) ()

60 80 100 120 0 20 40 60 80 100 120 140
Time/min

Figure 5. RUL predictions of DANN with different feature extractors. (a) Source domain bearing in Condition 1. (b) Source
domain bearing in Condition 2. (c) Source domain bearing in Condition 3.

outperform the MLP and the 1D CNN feature extractors. Al-
though MLP and 1D CNN can map a function between the
extracted features from the time sequences and the RUL, these
models cannot ensure the domain-invariability of the feature
space since the long-term temporal information is not taken
into account. On the other hand, the memory cell of LSTM
gives access to the recurrent connections embedded in the in-
put signal sequences thus can map the invariant features from
the temporal flow.

Meanwhile, the Bi-LSTM DANN architecture shows better
performance compared to the one-directional LSTM in most
of the cases, which depicts the efficiency of the bidirectional
training process and ends up with more accurate mapping of
the RUL. The lowest prediction error is found in the case
Bearing 3_1 as source and Bearing 1_1 as target where all the
models achieve relatively low prediction errors. Two main
reasons can be deducted: i) Massive source domain data is

available. The long degradation duration of Bearing 3_1 pro-
vides a large number of measurements, including 2,538 sig-
nals. With the abundant input data, the dataset could con-
tribute to a large feature space, which makes it easier to map
domain-invariant features. This can be proved by the fact that
most of the experiments using Bearing 3_1 as source get lower
errors compared to other cases. ii) The degradation modes of
the two bearings could be similar. Compared to other target
bearings, all the feature extractors achieve relatively good re-
sults for this case. Therefore it can be concluded that it is
easier to construct a joint feature space for the two bearings.
This indicates that the dataset of Bearing 3_1 and 1_1 could
have a close statistical distribution caused by similar degra-
dation processes.

Figure 5 depicts the prediction results from 3 cases using the
domain adaptation model with different feature extractors. It
is evident that for all the plotted cases, the predictions of
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Table 4. Comparison of the un-adapted models and the domain adaption DANN (Unit: min).

Source  Target SVR RFR Source regression Bi-LSTM DANN

domain domain — R\MSE MAE RMSE MAE RMSE MAE RMSE MAE
12 22 42814325 33.6742.54  43.2343.09 34.67+1.98 354142.09 30.7241.90 17.214£1.05 13.72+1.72
12 24 40054523 32.85+4.22  38.5745.12  32.1542.09 33.0941.34 28.3242.02 16.8242.33  12.04+1.05
12 25 36124177 30.79+£5.02  40.6742.34 33744409 36394240 31.1841.93 19.9142.43 15.28+1.92
12 3.1 45204425 34.48+43.92  48.1042.93 39.6444.24 44914195 35.214+2.08 25.824225 21.874+2.08
2.4 12 65.63£7.02 535241032  60.02+£7.21 51.03+4.35 38.09+2.12 32434672 22.01£3.05 17.65+2.11
2.4 13 62.63+6.59 53524624  47.074639 40.63+8.02 37.64+2.45 32.05+1.59 18.894+4.09 15.1743.06
24 31 66.7346.60 54.69+572  60.02+£1020 52.4445.92 55.9742.69 45324135 27.434+4.09 24284337
2.4 35 53.6945.20 44.77+£7.23  54.084+8.44 45024692 35794+2.83 30.79+3.24 19.55+4.02 15.52+2.09
35 1.1 38314420 32544223  40.584+3.22 34.76+1.46 28.93+522 24.01+4.27 17.4642.43 13.70+1.09
35 12 50.8042.56 41.424529 43324466 50.6243.64 36.55+3.35 31254236 152342.60 11.2042.51
35 13 39704356 33224425 37.104£1.03 31734257 38.64+£1.48 32.6842.58 13.714£2.72 10.05+1.53
35 22 41384295 3447+1.02 47.024226 38.524325 35.86+1.29 31.0343.25 14.26+1.66 10.35+1.74
35 24 38184624 32264325 40514247 33904420 264343.02 22.7342.53  15.0243.24  11.5342.53
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Figure 6. Comparison of the un-adapted models and domain adaption DANN. (a) Source domain bearing in Condition 1. (b)
Source domain bearing in Condition 2. (¢) Source domain bearing in Condition 3.

LSTM and Bi-LSTM follow the linear degradation process,
but the MLP and the 1D CNN fail to capture the decreasing
trend. Notably, in the case Bearing 2_2 as source and Bear-
ing 3.5 as target, as shown in Figure 5b, the predictions made
by the CNN-DANN and the MLP-DANN fluctuate around 50
min as noise, but the results of the Bi-LSTM and the LSTM
models perform very close to the actual RUL curve.

5.2. Un-adapted methods

The results for 3 un-adapted regression models and the pro-
posed model using batch size 256 are presented in Table 4. It
is obvious that the un-adapted models, especially the shallow
methods like the SVR and the RFR, present high prediction
errors dealing with the domain shift. Since these methods can
only obtain the superficial characteristics of the input data,
the inherent temporal patterns of the vibration signals become
obscure and irrelevant to map the RUL regression function.

The influence of domain shift can also be found from the
source regression only model. Although the deep structure
can extract more information related to the degradation pro-
cess than the shallow methods, the model still suffers from the
distribution mismatch and fails in cross-domain knowledge
transfer. Bi-LSTM DANN presents better prediction results
which proves the effectiveness of domain adaptation. Figure
6 shows the results from 3 cases of the un-adapted models and
the Bi-LSTM DANN. The curves indicate that the SVR and
the RFR can barely learn the decreasing trend from the in-
puts and result in strong randomness. In contract, the adapted
DANN could obtain the information from source domain and
applied on the target dataset with improved predictions.

5.3. Influence of the source data proportion

Supervised learning models prefer a large training dataset to
extend the feature space, meanwhile avoiding overfitting. In
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prognostic cases, classic machine learning models mine the
features from historical data for training, which might be 1/2
or even 2/3 of the entire degradation dataset. It is common
knowledge that with more training data, the model performs
better in the prediction. Although unsupervised domain adap-
tation does not specify a large training set, the scales of datasets
for the source and target domain also influence the perfor-
mance of the DANN model based on the results in the previ-
ous section. It is necessary to understand the impact consid-
ering the data proportion of the source and the target domain
for the DANN model.

The source domain data proportion, denoted as ¢, could be
defined as:
NS()’LLT'CC

Nsource + Ntarget

where Nyoyrce and Nygpger represent the number of samples
respectively in the source and the target domain. In this study,
each bearing dataset owns the different amounts of signals
depending on the degradation duration, which results in dif-
ferent €. Therefore the impact of data amount could be in-
spected in the form of prediction results vs. €. Based on the
16 groups of tests from the test in Section 5.2, the RMSE
with the standard deviation for the Bi-LSTM DANN model
and the un-adapted source-only Bi-LSTM model can be plot-
ted as shown in Figure 7. The calculation for the € of the un-
adapted model also adopts Equation 10 regarding the training
set as source and the testing set as target.

€= (10)
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Figure 7. Prediction error under different data proportion.

It can be observed from Figure 7 that generally, a larger e
leads to a smaller prediction error for both the adapted and
the un-adapted model. The un-adapted model is more vulner-
able to the reduction of source data with a broader changing
range from the highest error 55.97 min (Bearing 2_4 source,

3_1 target) to the lowest error 26.43 min (Bearing 3_5 source,
2_4 target). Although the changing of source data proportion
also affects the DANN model, the results perform more ro-
bustly with a smaller fluctuation range from 27.43 min (Bear-
ing 2_4 source, 3_1 target) to 13.42 min (Bearing 3_5 source,
2.5 target).

The influence of the data proportion to the performance of the
domain adaptation model could be explained from the fea-
ture perspective. Based on the theory of domain adaptation, a
domain-invariant feature space could be built with the DANN
endeavours. With the changing of the data proportion for the
two domains, the feature space might be irreversibly changed
during the domain shift and thus leads to a different perfor-
mance. These findings reveal the fact that the domain adap-
tation method is influenced by the data amount, especially in
the source domain, but with less data dependency compared
to un-adapted models.

5.4. Cross-mode adaptation

As mentioned in the previous section, domain adaptation aims
to map a joint feature space as the mixture with domain-
invariant features that can represent the statistical characteris-
tics for both the two domain datasets. In the context of bear-
ing degradation, similar degradation modes are assumed to
trigger the same type of bearing faults and therefore should
contain the information of invariant features. Nevertheless,
it is also possible that such features can be found within dif-
ferent degradation modes as a more general existence. Based
on this assumption, a universal cross-mode domain adapta-
tion model could be constructed using multiple bearings with
different types of faults as the source and should be valid on
target bearings in any degradation mode.

Six groups of bearings with three different fault types are
examined in the frame of Bi-LSTM DANN to investigate
the cross-mode adaptation. The experimental results are pre-
sented in Table 5. Compared to the adaptation within signal
degradation mode as addressed before, some cases achieve
relatively high accuracy prediction, such as the transfer be-
tween Bearing 2_1 and Bearing 1_1. It is therefore indicated
that some of the features could be extracted meanwhile adapted
cross the inner race and the outer race fault. In other transfer
cases, the results present a higher prediction error, especially
for the cage fault. The reason could be either that the cage
related degradation mode inherently shares limited domain-
invariant features with the other two types of faults, or that
the current feature extractor is not deep enough to map them.

The universal cross-mode adaptation model utilizes Bearing
1.5, 2.5, and 3_5 as the targets and the remaining 12 as the
source which includes all the degradation modes with abun-
dant data for feature space construction. The model leads to
good prediction results, as shown in Figure 8, where the pre-
dicted RUL fits well with the linear degradation.
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Table 5. Cross-mode domain adaptation results (Unit: min).

Transfer type Source domain Target domain RSME MAE

Inner race — Outer race 2.1 11 12.32+1.31 9.22+£1.43
Outer race — Inner race 11 2.1 11.524+0.94 8.45+1.02
Outer race — Cage 11 23 13.01£1.28 9.82£1.32
Cage — Outer race 23 11 18.03£1.22 14.47+1.30
Cage — Inner race 23 33 16.7242.04 12.03+1.65
Inner race — Cage 33 23 20.39+1.08 16.45+1.27

1.5 6.26+1.24 4.21+1.05
Multi-bearing — signal bearing 12 bearings 25 18.234+1.20 14.31+1.02
35 10.03+1.37 7.68+1.13
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Figure 8. Universal cross-mode domain adaptation model testing results. (a) Target domain Bearing 1.5. (b) Target domain

Bearing 2_5. (c) Target domain bearing 3_5.

6. CONCLUSION

In this paper, a Bi-LSTM DANN prognostic model is pro-
posed based on the unsupervised domain adaptation. The Bi-
LSTM neural network is utilized as a feature extractor com-
bined with the DANN to deal with the domain shift problem.
Based on the application on real bearing degradation datasets,
the proposed method has been proven effective with the high
prediction accuracy of the RUL. The comparative analysis is
conducted on different types of feature extractors, as well
as the un-adapted regression models. The influence of data
amount to the prediction performance is discussed according
to the evaluation of source domain data proportion. More-
over, the study explores the potential use of the Bi-LSTM
model for different degradation modes based on the cross-
mode adaptation ability. Due to the less reliance on a large
amount of historical data, the proposed model could be used
for prognostics in real industrial applications.
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