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ABSTRACT

Deep digital twins (DDTs) are deep neural networks that en-
code the behavior of complex physical systems. DDTs are
excellent system representations due to their ability to con-
tinuously adapt to operational changes and their capability to
capture complex relationships between system components
and processes that cannot be explicitly modeled. For this
challenge, DDTs benefit greatly from recent success in ge-
ometric deep learning (GDL) which allows the integration of
information from multiple systems based on schematic rep-
resentations. A major challenge in training DDTs is their
dependence on the quality and representativeness of training
data, especially under the dynamic conditions typical in prog-
nostics and health management (PHM). Recent developments
in differentiable simulation present new opportunities for op-
timizing the training data representativeness. In this the-
sis, we propose a novel meta-learning framework that trains
DDTs using the output from differentiable simulators. This
setup enables active optimization of training data sampling
through gradient computation, enhancing training speed, ro-
bustness, and data representativeness. We extend this frame-
work to address challenges in multi-system data integration
in power grids and fault detection in railway traction net-
works. By applying our framework, we aim to tackle signifi-
cant challenges in forecasting, anomaly detection and sensor-
fault analysis using advanced data fusion techniques. Our
approach promises substantial improvements in DDT robust-
ness and operational efficiency, with its effectiveness to be
demonstrated through empirical studies on both simple and
complex case studies within the power systems domain.

1. INTRODUCTION

Power systems are a paramount example of complex sys-
tems (Cuadra, Salcedo-Sanz, Del Ser, Jiménez-Fernández, &
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Geem, 2015). Conventional and data-driven methods have
been developed for the analysis of power systems (Liao, Bak-
Jensen, Radhakrishna Pillai, Wang, & Wang, 2022), and other
industrial assets (Hu, Miao, Si, Pan, & Zio, 2022) over many
years. Yet, they suffer from non-stationary behaviors of com-
plex systems such as changes in environmental and oper-
ational conditions (Soleimani, Campean, & Neagu, 2021).
Such non-stationarity poses a challenge to traditional data-
driven machine learning which is trained on the i.i.d assump-
tion that data are identically and independently distributed
with balanced training and testing sets (Jardine, Lin, & Ban-
jevic, 2006). However, the requirement for balanced amounts
of healthy and unhealthy data across different operational
states cannot be met in the industrial environment due to the
long operational lifespans of critical assets and the challenges
in storing and processing the associated data (Booyse, Wilke,
& Heyns, 2020). The resulting imbalance violates the i.i.d as-
sumption. Therefore, sophisticated approaches for the oper-
ation and maintenance of industrial systems with data-driven
models are required to ensure robust and reliable operation.
Enhancing the generalization ability of the data-driven model
with respect to these conditions becomes essential in both in-
dustry and academic fields (Wang et al., 2022).

For operation and maintenance, Digital twins (DT) have been
one of the emerging tools applied for industrial systems. They
are virtual representations of these industrial systems that
can be used to approximate the behavior in a digital envi-
ronment (Booyse et al., 2020). DTs are different from data-
driven simulators because they make use of additional (real-
time) sensory information from the physical system for on-
line updates of the system state to real operational and en-
vironmental scenarios. The most prominent application of
DT is for control. However, they have been increasingly ap-
plied for fault detection, diagnostics, and prognostics where
DTs continuously represent the system to help engineers bet-
ter identify deviations from expected behavior to take correc-
tive action. Furthermore, DTs are used for prognostics and
health management (PHM), where the DT can approximate
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the evolution of system conditions, predict when maintenance
is needed, and plan it accordingly (Aivaliotis, Georgoulias,
Arkouli, & Makris, 2019). Advances in machine learning
(ML) and specifically deep learning (DL), have led to the de-
velopment of neural DTs and neural simulators (Liao et al.,
2022). We refer to those neural-network-driven DTs as deep
digital twins (DDT) (Booyse et al., 2020).

The ability to train models of complex industrial systems on
real-world data enables new learning strategies. Geometric
deep learning (GDL) can be leveraged to learn currently hid-
den implicit relations between neighboring sub-systems on a
larger scale. System connectivity that cannot be explicitly
modeled with current tools can be determined. and infor-
mation aggregation into common latent representations can
be advanced. The training data does not have to be limited
to recorded real-world data, but can also be generated syn-
thetically in simulation, which drastically reduces the total
cost of training in certain safety-critical environments, e.g. in
robotics.

In this thesis, we pursue two avenues to improve the robust-
ness and generalization of DDT. First, recent literature sug-
gests that synthetic data is a powerful and currently underde-
veloped method to improve the generalization ability of DL
models (Zhou, Liu, Qiao, Xiang, & Loy, 2022), its poten-
tial has not yet been exploited to improve the robustness and
generalization of DDTs. We envision one of the potential av-
enues can be to train a DDT on data coming from a preceding
data-driven simulator. Furthermore, a model that is trained on
synthetic data can later be efficiently fine-tuned to further im-
prove the performance (Biggio, Bendinelli, Kulkarni, & Fink,
2022). In this novel two-stage approach, comprising a data-
driven simulator and a subsequent DDT, the generalization
ability of the DDT can be significantly improved by sampling
synthetic data. This concept paves an avenue to a framework
for generalization by meta-learning, a technique that aims to
generalize by learning how to benefit future learning from
sampled episodes of related data or tasks (Hospedales, Anto-
niou, Micaelli, & Storkey, 2020). Previously, several meth-
ods achieved generalization by directly augmenting the train-
ing data using domain- and task-adversarial gradients (Zhou
et al., 2022). How the proposed novel framework can al-
gorithmically exploit the differentiability of the framework
and control and the synthetic data generation of the preced-
ing simulator for better generalization of the DDT is studied
in this thesis.

Second, we focus on the integration of multi-system informa-
tion, such as for the hydraulic and electrical subsystems of
a hydro-power plant, using graph convolutional networks to
enhance the generalizability and task performance of DDTs
through a unified spectral-temporal representation. The pri-
mary objective is to develop a DDT that can learn complex
dependencies in between different subsystems. While the

planned framework for (multi-system) DDT generalization
will be applicable to many different fields, we will develop
the methodology for industrial systems and more specifically
for power grids where we use combined electrical, hydraulic,
and control system data. Industrial systems are optimal can-
didates to validate the research on DDT because we have ac-
cess to conventional simulation, expert knowledge, and sen-
sor data. Therefore, for our thesis work on digital twin gen-
eralization with meta and geometric deep learning, we select
the case study of sensor fault and anomaly detection for rail-
way traction networks.

2. RESEARCH QUESTIONS, WORK PACKAGES AND RE-
SEARCH METHODS

The first objective of this thesis is to develop a framework
that advances the generalizability of DDT. The secondary ob-
jective is to evaluate the proposed framework on the task of
anomaly detection and sensor fault localization. The initial
evaluation of this framework will be performed on simple dif-
ferentiable simulators that are being developed in our current
work (WP1). In the next step, we will extend its applicabil-
ity to differentiable simulators of complex systems that can
be trained both on real-world and on synthetic data (WP2).
For this purpose, we will develop a graph neural simulator
for power grid applications that is used to train the DDTs
(WP3). For additional validation, we will use an existing neu-
ral simulator for battery degradation: Dynaformer (Biggio et
al., 2022). Further to our methodological research on the dif-
ferentiable simulator, we will design a novel DDT for railway
traction networks in collaboration with Swiss Federal Rail-
ways (SBB). The goal is to improve the performance of state
estimation and forecasting tasks in the Swiss railway traction
network and to use the DDT to detect anomalies and sensor
faults (WP4). In the following, we present the research ques-
tions (RQ) that we plan to address in this research as work
packages (WP) from a top-down perspective.

2.1. WP1: A Meta-learning Framework for better Task
Generalization

In WP1, we will develop a novel meta-learning framework
that improves the generalization of an arbitrary DDT with the
concept that we propose in the following. First, we will pre-
train a model that we call learner with a user-defined task
loss on synthetic data from a differentiable data source. Sec-
ond, we will identify hard-to-process data (challenges) for the
learner, based on task loss, and guide the training process
of the learner to these challenges. While previous research
has only optimized DDT generalization with respect to the
user-defined task, we aim to optimize synthetic training data
generation of a data-driven simulator with meta-learning. We
will make use of the fact that we can generate additional chal-
lenging data with our synthetic data source and iterate in be-
tween the first two steps. Finally, we will be able to fine-tune
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the learner on real-world data to maximize task-specific per-
formance. We, therefore, have to provide algorithms on two
levels: on a meta-level, we will have to find points in the pa-
rameter space that are associated with challenging samples,
and on the task level, we will have to optimize the learner.
Therefore, we categorize this approach as meta-learning. We
call the algorithm on the meta-level ascent learning, while
we call the machine learning techniques for optimizing the
learner weights training.

One of the main goals is to apply this meta-learning frame-
work to industrial simulators. More specifically, the goal is to
increase the generalization of DDT w.r.t slow-changing con-
dition parameters such as parameters related to the degrada-
tion of components. However, the same strategy can also
be applied more generally to increase the generalization of
policy networks in reinforcement learning. The architecture
of our proposed framework will combine several modules to
achieve the generalization by meta-learning that we are aim-
ing for.

In WP1, in the first step, we will perform a proof of concept
for the proposed framework. This will include experiments
on simple physics simulations such as a dampened pendu-
lum or a pole cart system that is used to evaluate the per-
formance in a reinforcement learning setting. Several chal-
lenges need to be addressed: firstly, we have to solve gradient
compression to the manifold of physically viable configura-
tions, if this is not addressed, new samples are not associ-
ated with valid operating conditions. Secondly, we have to
increase data efficiency of the meta-learning process by opti-
mized sampling of the operation conditions for the data gen-
erated during training. Thirdly, we have to tune the ascent
learning hyper-parameters.

2.2. WP2: Meta-learning for DDT Generalization

In WP2, we will continue the conceptual work of WP1
and evaluate the performance of the proposed meta-learning
framework on real-world applications. Moreover, we will ex-
tend the scope of our meta-learning framework to differen-
tiable neural simulators and DDTs in the context of predictive
maintenance. We aim to evaluate and improve the non-trivial
ascent learning strategy in this application-oriented setting.
That includes testing the impact of specific ascent learn-
ing strategies 1) on real-world task performance, 2) data-
efficiency optimization for the DDT training, 3) verification
of the stability of the user-defined task loss, and 4) the respec-
tive meta-learning hyper-parameter tuning Most importantly,
we aim to demonstrate that our proposed ascent learning ap-
proach can improve the generalizability of a DDT. Further-
more, we aim to develop the necessary tools that are needed
to analyze these increasingly complex applications.

In this work package, we intend to enhance the generalizabil-
ity and performance of a variety of DDTs with our framework

for real-world tasks: in one-step optimization, reinforcement
learning, and for network resilience. We plan to use Dy-
naformer and our own neural simulator that is currently under
development for the Swiss railway traction network. Based
on the ongoing research in the XXXX lab and based on re-
lated literature, we will evaluate if there are any other neu-
ral simulators that would be suitable for the proposed frame-
work. Furthermore, we plan to improve context generation
for new operating conditions and context refinement with im-
plicitly learned constraints in Noether networks (Antonova,
Yang, Jatavallabhula, & Bohg, 2022).

2.3. WP3: Multi-system Information Fusion in Graph
Convolutional Networks

For WP3, we propose to develop a neural simulator for com-
bined state estimation and forecasting in schematic-based en-
vironments. We aim to develop a GCN algorithm that is able
to achieve multi-system information fusion of heterogeneous
data sources that consist of electrical, hydraulic, and control
system data recorded from connected systems. The main nov-
elty is information fusion in this environment. The main con-
tribution of this WP will be a data-driven model that will learn
the complex dependencies in this multi-system environment
from data and will adopt task-specific data-driven DDTs from
the power-grid state estimation and forecasting literature.

The proposed methodology will be based on a unified
spectral-temporal latent space that represents the the dynamic
state of the power grid. We aim to project fused multi-system
information to this space to increase generalization and per-
formance on all tasks. To find the optimal model for this
representation, we will start with the architecture of a well-
known GCN: StemGNN. We will explore different avenues
to increase representative power and task performance: we
will generalize the GCN’s temporal graph representation, pre-
condition and reinforce the attention mechanism on known,
schema-derived graphs , and include physics-informed con-
straint (meta-)learning. Based on our current research, we
expect that multi-system information fusion will not only im-
prove the performance, but also improve the interpretation
ability and robustness of a DDT.

In conjunction with WP4, we will validate the performance
of our method on anomaly and sensor fault detection. The
methodology will be evaluated on synthetic data generated
in PowerFactory, Powerpanda, and from IEEE test feeders as
well as on real data collected from the YYY traction network.
If time permits, we will also evaluate the performance of the
proposed framework on additional optional datasets to access
the performance. These datasets are provided by ZZZZ and
the Country’s Meteorological Service.
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2.4. WP4: Anomaly and Sensor-fault Detection & Isola-
tion in Power Grids

In WP4, we plan to improve unsupervised anomaly detection
and sensor fault isolation in power grids in terms of precision,
recall, and evaluation time. The first scientific contribution
is the exploration of the advantages of our proposed multi-
system information fusion approach for anomaly detection.
The second contribution is to narrow down the possible expla-
nations for anomalies in a power grid. In our current research,
we observe that the learned attention matrix in GCN for fore-
casting is sparse and aligns with the true hidden schema of
the power grid. Hence, only a few local and relevant nodes
are used for the forecast. We want to capitalize on this finding
to improve sensor fault isolation. For the proposed method-
ology, we will use the simulator of WP3 and extend it with
anomaly detection capabilities in a single DDT.

In practical applications, signals are usually acquired with a
much higher sampling frequency than the technically possible
update frequency of conventional state estimation. We aim
to significantly reduce the gap in computation time to online
real-time state estimation and anomaly detection because the
DDT in planning is a data-driven neural network that lowers
the computation barrier at inference time. This is also of par-
ticular interest to our industrial partner (YYY), because while
the incoming signals are recorded every second in their sys-
tem, the state estimation reference can only be updated every
twenty seconds due to computational complexity. Currently,
this leads to a considerable number of false alarms because
the railway traction network is very dynamic and exceeds or
falls below the reference value, even when the operation is
safe. Additionally, this DDT will also be used for the frame-
work developed in WP1 and WP3 as a practical case study.
We will use a publicly available benchmark dataset to evalu-
ate the results and will use, as a second case study, the real
data from the YYY railway traction grid.

3. CURRENT PROGRESS

Research on WP1 has identified several key challenges that
have been and are currently being addressed within the frame-
work source code. We are currently evaluating the results
across a wide range of datasets, including neural ODE-based
differentiable simulators for problems in the physical domain,
as well as GANs that address the image domain and are in-
herently differentiable. The early stages of the research on
WP1 & 2 have been published as an extended abstract and
presented orally at a conference. WP3 has concluded with a
conference paper at PHME2024 that will be presented in July
2024. Several extensions to WP3 are either in discussion or
currently being developed. One extension is set to be imple-
mented as a master’s thesis in Fall 2024. Based on the find-
ings from WP3, current efforts are focused on integrating ad-
ditional covariate information to improve the robustness and

generalization of power grid load forecasting, which will also
be published in June 2024.
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