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ABSTRACT

This work presents a novel data augmentation solution for
non-stationary multivariate time series and its application to
failure prognostics. The method extends previous work from
the authors which is based on time-varying autoregressive
processes. It can be employed to extract key information
from a limited number of samples and generate new synthetic
samples in a way that potentially improves the performance
of PHM solutions. This is especially valuable in situations
of data scarcity which are very usual in PHM, especially for
failure prognostics. The proposed approach is tested based on
the CMAPSS dataset, commonly employed for prognostics
experiments and benchmarks. An AutoML approach from
PHM literature is employed for automating the design of the
prognostics solution. The empirical evaluation provides evi-
dence that the proposed method can substantially improve the
performance of PHM solutions.

1. INTRODUCTION

PHM has been an active topic in research and solution devel-
opment during the recent decades. The motivation is in as-
sociated with benefits such as reduced downtime, improved
yield and safety which can be enabled by failure diagnostics
and prognostics. Many related methods have been proposed
over the years, moving from traditional reliability-based prac-
tices based on population statistics to advanced data-driven
and physics-based solutions which can estimate current and
future health states associated with specific assets and failure
modes. Data-driven solutions benefit from the great advances
recently achieved in the field of machine learning to produce
accurate diagnostics and prognostics estimates. However, de-
spite the great advances in PHM methods, sufficient historical
data associated with the failure modes of interest is required
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to apply such methods in real world, and many times such
data is not available (Biggio & Kastanis, 2020; Kim, Choi,
& Kim, 2021). The underlying reason may be simply that
failures can be rare, and the justification of developing asso-
ciated PHM solutions comes from the high impact associated
with a potential occurrence. However, even in cases where
related failure events have happened a reasonable number of
times in the past, relevant sensor data associated with those
historical events may not have been collected or, if collected,
it may have quality issues or may not be associated with cor-
responding labels defining the actual failure modes.

Such challenges associated with the data naturally affect more
directly data-driven methods, but physics-based methods are
many times also impacted as failure mechanism models may
be very complex and depend on availability of historical data
for parameter tuning. Whenever enough data is not available,
despite all the advances of PHM methods, the development
of failure diagnostics or prognostics solution may result in
poor performance or may not even be feasible. In such cases,
the possibilities for PHM solution development are in general
limited to anomaly detection which is not as prescriptive or
actionable.

Given the potential limitations imposed by the lack of suffi-
cient good quality data, data-centric approaches can be valu-
able for enabling application of PHM solutions in the real
world (Leao, Fradkin, Lan, & Wang, 2021; Garan, Tidriri,
& Kovalenko, 2022). Data-centric in this context may be
related to improving data collection and labeling or making
the most out of available data. Data augmentation is one of
the most promising mechanisms for achieving the latter, hav-
ing gained increasing attention over the recent years in the
contexts of both failure diagnostics (Matei, Zhenirovskyy, de
Kleer, & Feldman, 2018; Kwak & Lee, 2023) and prognos-
tics (X. Y. Li, Cheng, Fang, Zhang, & Wang, 2024; Kim,
Kim, & Choi, 2020), and resulting in improved performance
in various PHM use cases (A. Yang et al,, 2023; Wang,
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Dong, Wang, & Tang, 2023; H. Li, Zhang, & Zhang, 2023;
Jiang & Ge, 2021; Shen, Yao, Jiang, Yang, & Zeng, 2023;
de Oliveira, Niemi, Garcia-Ortiz, & Torres, 2023; Taghi-
yarrenani & Berenji, 2022).

Previous work from the authors (de Souza & Leao, 2023)
comprised a novel method for augmentation of multivari-
ate time series data based on time-varying autoregressive
(TVAR) models. The goal was to extract information from
scarce data and use it to create additional samples in a way
that can improve the quality PHM solutions. The method was
successfully employed to improve performance in failure di-
agnostics solutions. The work described here extends such
methodology by proposing improvements to the TVAR mod-
els that make them more suitable for modeling multivariate
sensor time series. The resulting enhanced solution is applied
to the more challenging domain of failure prognostics.

Empirical assessment of the proposed method is performed
based on the C-MAPSS dataset, which is traditionally
employed for benchmarking failure prognostics methods
(Ramasso & Saxena, 2014). In order to ensure that the
assessment of the proposed data augmentation method is
decoupled from a specific choice of prognostics approach,
the automated machine learning (AutoML)-based solution
described in (Kefalas, Baratchi, Apostolidis, van den Herik,
& Biick, 2021) and available in github' was employed. The
authors of the referred work proposed the creation of prog-
nostics methods with a fully automated pipeline that includes
the definition of the machine learning approach, hyperpa-
rameter tuning, and final performance metrics evaluation.
They implemented the AutoML using Python library Tree-
based Pipeline Optimization Tool (TPOT)? and performed
experiments using the same C-MAPSS dataset employed
here, achieving good results. Therefore, it presents favorable
characteristics for testing data-centric prognostics methods.

The remaining of this paper is organized as follows: section
2 presents the updated multivariate TVAR model; in section
3 the proposed application of TVAR for data augmentation
is described; experiments and results are presented and dis-
cussed in section 4; section 5 is the conclusion.

2. THE TVAR MODEL

Sensor time series are often non-stationary. Models to charac-
terize such time series have been proposed in the past for dif-
ferent purposes (e.g., process modeling, forecasting, anomaly
detection). Classical models such as Autoregressive (AR) and
Autoregressive Moving Average (ARMA) can be employed
in this context, but they require identifying and removing
non-stationary components from the time series in advance
(Kay, 2008; de Souza, Chanussot, Favre, & Borgnat, 2012,
2014, 2018, 2019; de Souza, Chanussot, & Favre, 2014).

Uhttps://github.com/MariosKef/automated-rul
Zhttps://epistasislab.github.io/tpot2/

In the past decades, models of the type Autoregressive In-
tegrated Moving Average (ARIMA) became a popular choice
in many applications (Deistler & Scherrer, 2022). Examples
are the Seasonal ARIMA (SARIMA) (Y. Yang, Zheng, &
Zhang, 2017) and the Fractional ARIMA (FARIMA) mod-
els (AsSadhan, Zeb, Al-Muhtadi, & Alshebeili, 2017), which
are useful when modeling time series exhibiting seasonality
and long-memory behaviors, respectively. However, one dis-
advantage of such models is that the potential nonstationarity
in the data should be of particular forms (e.g., seasonality),
so that data transformations such as differencing can be em-
ployed.

Recently, machine learning models based on deep learning
and transformer architectures have excelled in tasks such
as time series forecasting (Das, Kong, Sen, & Zhou, 2024;
Zhang, Chowdhury, Gupta, & Shang, 2024), even when han-
dling non-stationary data. However, these models have dis-
advantages in terms of the amount of data required for train-
ing and the lack of interpretability. Such approaches do not
produce an analytical representation of the modeled process,
which is an important feature in many engineering applica-
tions. In this work, we make use of a TVAR process to
model multivariate sensor time series. This approach can
be employed even when only few data samples of the mo-
deled process are available, which is usually the case when
performing failure prognostics. It also provides an analyti-
cal representation of the data and has been successfully em-
ployed to characterize real-world time series exhibiting non-
stationary behaviors that cannot be modeled by classical AR
and ARMA, as well as ARIMA-based models. Examples
of non-stationary time series data that have been modeled
by TVAR processes include electroencephalography (EEG)
(Pachori & Sircar, 2008), acoustic signals (Sodsri, 2003), and
fluctuations in electric networks (de Souza, Kuhn, & Seara,
2019)). More details on TVAR models can be found in clas-
sical references such as (Rao, 1970), or more recent ones like
(de Souza, Kuhn, & Seara, 2019).

For employing the TVAR model to create augmented multi-
variate time series, we consider the following assumptions:

A1) The time series are sampled equally over time.
A2) The time series data can be modelled by the same muti-
variate, potentially non-stationary stochastic process.

The potential non-stationary behavior means that the proper-
ties of the stochastic process can vary over time. Similarly to
(de Souza & Leao, 2023), the data augmentation adopted here
follows from assumption A2, and consists of seeking a can-
didate stochastic process to characterize the time-series data.
Realizations of this stochastic process are then employed as
new synthetic samples of the corresponding time series.

In (de Souza, Kuhn, & Seara, 2019), a TVAR model of first-
order has been proposed to model non-stationary processes
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whose mean and covariance vary over time following an ar-
bitrary scalar functional form defined by the user. In this pa-
per, we update the expressions of that TVAR model to a fully
multivariate setting (see Section 2.1), meaning that the func-
tional forms are defined via matrix notation for each element
of the process vector. Next, we propose a method to improve
the modeling capabilities of the original TVAR expressions,
which allows them to characterize both the mean and the co-
variance of the original time-series data (see Section 2.2).

In the following subsections, the TVAR model of (de Souza,
Kuhn, & Seara, 2019) is revisited and the derivation of the
updated multivariate expressions are presented.

2.1. Revisiting the TVAR Model and Deriving the Multi-
variate Expressions

A TVAR model for multivariate time series can be described
by an M-dimensional vector x(n) varying in time according
to the following autoregressive expression:

x(n+1) = A(n)x(n) + B(n)v(n) (1)

where n is the time variable, v(n) € RM is the perturbation
noise, and A (n) and B(n) are diagonal matrices such that

ar(n) - 0
A(n) = : : )
0 e ap (n)
and
by (n) 0
B(n)=| : : . 3)
0 - byln)

In Egs. (2) and (3), a,,(n) and b,,, (n) are time-varying TVAR
parameters describing the m™ “channel” (i.e., x,,(n)) of the
multivariate time series x(n) in (1). They are defined as

Q
A (n) =Y Qm g frmq(n) )
q=0
and
Q
bm(n) = Z Bm,qu,,q(n) (5)
q=0

with fi, 0(n), ..., fm,o(n) being scalar basis functions con-
trolling the evolution of the parameters, and o, o, ..., i, Q
and B0, ..., Bm,¢ being their weights.

The TVAR model described above should follow assumptions
A3 and A4 as defined in (de Souza & Leao, 2023), namely:

A3) The initial value of the process x(0) is known and can be
regarded as an arbitrary free parameter defined by the user.

A4) the noise v(n) is zero-mean, stationary, and has uncorre-
lated samples for n # m, i.e., E [v(n)vT(m)] = 0if n # m.

Moreover, in this paper we consider that the following as-
sumption should also hold:

A5) The noise v(n) has a diagonal correlation matrix ® =
E [v(n)vT(n)], ie., E [v;(n)v;(n)] = 0 for i # j.

Considering the assumptions above and Eqgs. (4) and (5), it
can be shown (refer to the Appendix section) that the mean
vector and covariance matrix of x(n) in Eq. (1) are given,
respectively, as follows:

m(n) = [] Ak)x(0) ®)

n—1

B2(n) + Z

=0

B() [T Ak

k=I+1

& (7

The same TVAR basis function and weights of (de Souza &
Leao, 2023) are employed here. However, now they should be
defined for each diagonal element of A(n) and B(n). More
precisely, let Q = a0 = fm,1 =land a1 = B =0V
m in Eqgs. (4) and (5) and consider the scalar basis functions

n+1

_ pm(n _|_ 1)erm,1

pm (n)eT::L,l

fm,O(n) (3

and

opntl 2771

m,

fm,1(n) = Appm (n+1)e"ma

i [(L=rpi)? (L= o)
e“"m,1 c '
©))
The basis functions above depend on the TVAR interpola-
tion function p,,(n). This is a functional form describing
the time-varying behavior of the first- and second-order mo-
ments of z,,,(n), the m™ component of x(n) € RM. This is
one key difference from (de Souza & Leao, 2023), where a
single scalar functional form p(n) dictated the behavior over
time of all channels of x(n). The user can choose p,,(n) ar-
bitrarily, as long as it fulfills the requirement R1) p,,(n) # 0
V m,n. Furthemore, parameters 7,1 and r,, o are rates of
convergence and \,, is a constant gain. These parameters
are also related to x,,,(n) and should fulfill requirements R2)
0 <A{rmi1,7m2} <1landR3) A, #0.

Having presented the chosen parameters and basis functions
to customize the multivariate TVAR model, we proceed to
introduce a set of time-varying matrices computed based on
the defined parameters. We call these the TVAR parameter
matrices, which are necessary to derive the expressions em-
ployed in the next section. They are defined in Egs. (10) to
(14), where p,,, (n) is the m™ TVAR interpolation function as
defined above. Parameters A,,, 1 and 7, o are employed
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analogously.
p1(n) 0
Pn)=1| @ |, (10)
0 pu(n)
A 0
A= - an
0 AM
L—r{y 0
R(n)=| S (12)
0 1-— TKM
! 0 7
S(n)=| : o (13)
0 eT}\L/I,l
1 9
L 0
p1(0)
r=| : . (14)
0 e
pm(0) ]

It can be shown (refer to the Appendix section) that the
general-term formula of Eq. (1) and its first- and second-
order moments can be written as functions of Egs. (10) to
(14) when employing the aforementioned TVAR basis func-
tions and weights. More specifically, by substituting Egs. (8)
and (9) into Egs. (4) and (5), using the resulting expressions
for A(n) and B(n) in Eq. (1), and rearranging the process
expression, we obtain the following equation:

x(n+1) = P(n + 1)S(n + 1){;2(0)+

A {RA+ DS+ D - ROS O} v}

(15)
where it has been assumed that:

%(0) = I'x(0) (16)

In Eq. (16), %(0) is the scaled (by matrix I') version of vector
x(0) (refer to assumption A3). The mean vector and covari-
ance matrix of (15) are given respectivelly by:

m(n) = P(n)S(n)x(0) (17)
and

C(n) = P%(n)R*(n)A®. (18)

As n grows, it can be verified that S(n) and R(n) converge
to the identity matrix at speeds controlled by parameters r,;, 1
and 7, 2. This makes Eqgs. (17) and (18) reduce to their

steady-state formulas characterized by
mg(n) = P(n)x(0) (19)

and
Cy(n) =P*(n)A%®. (20)

It can be noted that Eqs. (17) and (18) consist of the product
of three terms, a gain (i.e., X(0) and A?), a convergence ma-
trix (i.e., S(n) and R(n)) and a functional form P(n) char-
acterizing the steady-state behavior of both equations.

According to Egs. (17) and (18), the multivariate TVAR
process cannot model non-stationary multivariate time series
whose mean and covariance vary indepedently of each other
over time, as their stochastic expressions are both dependent
on P(n). The same issue was observed in (de Souza & Leao,
2023) when deriving the univariate time series stochastic ex-
pressions. To circumvent this problem, in (de Souza & Leao,
2023), it was proposed to use two TVAR sub-process expres-
sions, one to model the mean and other the covariance of
time-series data to be augmented. These TVAR expressions
were employed to generate synthetic samples for the data
augmentation process that captured the dynamics of the first-
and second-order non-stationarities in the data separately.

In this work, we propose a method to obtain multivariate
TVAR process expressions like Eq. (15) such that the mean
and covariance for such process can be defined independently
from each other. We name this method the TVAR decoupling
trick, which is explained in the following subsection.

2.2. The TVAR Decoupling Trick

Here we show how Eq. (15) can be modified so that the ex-
pressions for its mean and covariance are not functions of
P(n). We start by borrowing the idea of (de Souza & Leao,
2023) of defining two TVAR sub-processes to represent re-
spectively the first- and second-order moments of the under-
lying stochastic process. These two TVAR sub-processes are
named here x; (n) and x2(n) and are computed as in (15).

The sub-processes x1(n) and x2(n) have their own set of
TVAR parameter matrices P;(n), S;(n), R;(n),Ti(n), A;(n)
for ¢ = 1,2. Moreover, x;(n) and x2(n) have their own ex-
pressions for the mean (mi(n + 1) and mo(n + 1)) and
covariance (C1(n + 1) and Co(n + 1)) that follow Egs. (17)
and (18), respectively.

Let us define the composed process
x'(n) = x1(n) + x2(n) (21)

with mean m’(n) and covariance C’(n). Due to the linearity
of the expectation operator, it is straightforward to show that:

m’(n) = m;(n) + may(n). (22)
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Moreover, based on assumption A4), it can be shown that:
C'(n) = Cy(n) + Cy(n). (23)

The idea behind the decoupling trick is to choose TVAR pa-
rameter matrices that make mo(n) = 0 in Eq. (22) and
Ci(n) = 0 in (23), which result in m’(n) = m;(n) and
C’'(n) = Cy(n). By doing so, we can ensure that the the-
oretical two first moments of x’(n) are represented by two
separate sets of TVAR parameter matrices. To show how that
can be achieved, we rewrite Egs. (22) and (23) as follows:

m’(n) = Pl(n)Sl(n)il (0) + P (n)Sg(n)fcg (O) 24)
and

C'(n) = Pi(n)RI(n)A] + P3(n)R3(n)A3. (25

In Eq. (24), setting X2(0) = 0 would result in m’(n) =
m;y (n). This would be equivalent to setting x2(0) = 0 (see
Eq. (16)). In turn, C'(n) = Cz(n) could be achieved by
making A; = 0 in Eq. (25). However, this last equality is
not possible given the requirement set to the \,,, constants that
make up the TVAR parameter matrix A (refer to requirement
R3 and Eq. (11)). To circumvent this problem, we propose to
choose A; = 0, but not necessarily equal to the zero vector,
in a way that A, > A; and

P1(n)R3(n)AT < P3(n)R3(n)A3 (26)

As the terms in (26) model a covariance matrix, all of them
are positive. Thus, picking very small values for A; would
suffice to ensure (26) holds. Assuming this approximation
to be true, and that the matrices can be defined so that con-
vergence to the identity matrix happens sufficiently fast, i.e.
assuming:

Sa(n),Ri(n) =~ 1 27

holds for small n, the general-term expression of Eq. (21) can
be written as follows:

x(n+1) =8Si1(n+1)P1(n + 1)X(0)+
Az S {[Re(l+ 1S5 (1 + 1)) = [Ra(DS3 (0]} 2 (1)

=0
(28)
with mean vector and covariance matrix corresponding re-
spectively to:

m(n) = P1(n)S1(n)x1(0) (29)
and
C(n) = P3(n)R3(n)A3. (30)

The actual values of the TVAR parameter matrices used to
achieve those approximations are detailed in the next section.

In Egs. (28) to (30), the notation was simplified by removing
the prime symbol (') when referring to the new process and
corresponding mean vector and covariance matrix as defined

respectively in Eq. (21) to (23). From this point until the end
of paper, x(n), m(n), and C(n) correspond respectively to
the definitions in Egs. (28), (29), and (30).

Similarly to Egs. (19) and (20), it can be shown that, in steady
state, Eqs. (29) and (30) reduce to

mg(n + 1) = P1(n)%41(0) @31

and
Cy(n+1) = P3(n)A3, (32)

which can be defined independently from each other.

Moreover, it can be seen that, in Eq. (28), parameters X;(0),
gl(n) and P (n), control the gain, convergence and steady-
state functional form of the theoretical mean in Eq. (29),
which only depends on these parameters. Similarly, Ao,
Ra(n), and P2 (n) determine solely the behavior of the co-
variance expression in Eq. (30). Thus, by using the proposed
approach, we can now define TVAR processes with mean
vectors which are decoupled from the covariance matrices.

Having presented how the new time series model can be ob-
tained by means of the proposed TVAR decoupling trick, we
detail ahead how the data augmentation is achieved based on
this model, as well as the procedure to obtain the TVAR pa-
rameter matrices P (n) and Py (n).

3. DATA AUGMENTATION WITH THE TVAR MODEL
3.1. Overview of the Proposed Method

The procedure for achieving data augmentation is similar to
the one described in (de Souza & Leao, 2023), but with some
differences. More precisely, here the new TVAR model of
Eq. (28) is employed to represent the underlying stochastic
process of the multivariate time series of interest. We assume
that this stochastic process can be characterized by empirical
statistics computed from the time series data. Fitting the new
TVAR model amounts to finding TVAR parameter matrices
that make the theoretical first- and second-order moment ex-
pressions of Egs. (29) and (30) match the empirical statistic
expressions calculated for the data. Those parameter matrices
are then employed in the TVAR process equation (Eq. (28))
to create synthetic data samples.

3.2. Setting up the TVAR Parameter Matrices

The procedure to determine TVAR parameter matrices can be
divided into two steps. First, the gain and convergence param-
eters are defined in a way that ensures the TVAR decoupling
behavior described in Section 2.2. Next, the matrices P1(n)
and P(n) with the TVAR interpolation functions character-
izing the behavior of the mean and covariance in steady state
(Egs. (31) and (32)) are calculated from the empirical statis-
tics computed from the data. Ahead, we address the choice
of the gain and convergence parameters.
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3.2.1. Choosing the Gain and Convergence Parameters

As discussed in Section 2.2, the parameters of the TVAR
sub-processes x1(n) and x3(n) should be chosen to ensure
my(n) = 0 and Cq(n) ~ 0. To achieve the former, we make
%X2(0) = 0. To approximate the latter, we pick small values
of r,,,,1 to build A; (see Egs. (11) and (25)), e.g. 7,1 = 0.01
for m = 1, ..., M. Furthermore, to make Eq. (27) valid for
small n, we built the parameter matrix Sy(n) (see Eq. (13))
by choosing r, o = 0.01 form =1, ..., M.

The remaining quantities to be defined are the gain terms of
the mean and covariance (see Egs. (29) to (32)), and the pro-
cess noise v(n). In this work, for the sake of simplicity, we
choose x1(0) = 1 and A3(n) = I, which make Egs.(31) and
(32) reduce to my(n) = Pi(n) and Ci(n) = P3(n). The
noise v(n) is defined by its correlation matrix ® (assump-
tions A4 and AS) and has no a priori constraints regarding
its probability distribution. Here, we define v(n) as a white
Gaussian noise (WGN) with zero mean and standard devia-
tion equal to 0.1 for all the m = 1, ..., M elements. Next, we
discuss how P (n) and Py (n) can be obtained.

3.2.2. Computing P (n) and Py (n)

The parameter matrices P1(n) and P2(n) are made equal to
the empirical first- and second-order statistics computed from
the data. Because the multivariate time series are considered
to be equally-sampled (assumption Al), the empirical mean
and covariance of the time series data are computed through
ensemble averaging. Given a dataset of M -dimensional mul-
tivariate time series observed for n = 1, ..., N points in time,
the j® time series of this dataset can be defined as

Y, = [y;(0),...y;(N — 1)]" withy;(n) e R®  (33)
and the time series dataset
D= {Yj}jzl,...,J (34)

Based on D, the empirical mean vector and covariance matrix
at time n can be calculated via ensemble averaging as

1 J
mi(n) = - Z y;(n) 35)
and
J
) = 5 " lys ) —m)] [y () — o))" 36)

respectively. Based on Egs. (35) and (36), the P1(n) and
P2 (n) matrices can be computed as follows (Eq. (10)):

ml(n) 0

Pin)=| : .. 37

and
Ol,l(n) - 0

Po(n)=| = . : (38)
0 éM,IM(n)

v (n) and Cq 1(n), ..., Carpr(n) are ele-

C(n), respectively.

where 1 (n), ...,
ments of m(n) and

3.2.3. Data Augmentation Procedure

Algorithm 1 corresponds to the proposed data augmentation
method. This algorithm is simpler than the one proposed in
(de Souza & Leao, 2023), as the modeling of the multivari-
ate time series is performed by a single multivariate TVAR
model. The following section presents the experiments car-
ried out to empirically evaluate the new time series model and
the data augmentation algorithm.

Input: Dataset D = {Y;};=1, s of multivariate time
series to augment (see Eq. (34))

Output: Dataset D,,, of augmented time series.

Step 1: Initialize TVAR parameter matrices initial
vectors as detailed in Section 3.2.1.

Initialize the perturbation noise correlation matrix ® as
detailed in Section 3.2.1, and following A4 and AS.

Initialize time series length N and number of augmented
samples to create L;

Step 2: For D, compute empirical statistics m(n) and

C(n) using Egs. (35) and (36);

Store m(n) and C(n);

Step 3: Use m(n) and C(n) to compute P;(n) and
P2(n) (See Egs. (37) and (38));

Store P (n) and P2 (n);

Step 4: Use I" to compute the vector X1 (0) = I'x;(0)
(see Eq. (14)) ;

Step 5: Create the TVAR function for x(n) by using the
quantites computed in the previous steps and Eq. (15);

Step 6: Nested loop

for! =1to L do
forn=0to N —1do
\ Compute x(n) ;
end
Append x(n) to Dyy;
end

Return: D, ;

Algorithm 1: Data augmentation method using the pro-
posed multivariate TVAR model.
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4. EXPERIMENTAL STUDY

This section presents the empirical evaluation of the pro-
posed data augmentation method when applied to improve
the performance of failure prognostics solutions. The C-
MAPSS datasets (Saxena & Goebel, 2008), extensively em-
ployed for testing failure prognostics solutions (Ramasso &
Saxena, 2014), have been used for this evaluation. Datasets
#1 (FDO0O1) and #3 (FD003) were chosen for the tasks for the
sake of simplicity, as they correspond to a single operating
condition. Adjustments have also been made to the number
of samples so that the simulated data could more closely re-
semble the data scarcity problems associated with real-world
failure prognostics. Namely, it was assumed that only five
samples were available in each experiment. Therefore, for
each run of the experiments described below, five samples,
out of the 100 available, have been randomly drawn from the
corresponding dataset.

4.1. AutoML for Prognostics

The AutoML approach for definition of failure prognostics
methods proposed in (Kefalas et al., 2021) is employed here.
It was chosen as it consists of a fully automated pipeline
to design, train and test ML models for prognostics, being
therefore a good choice for the assessment of data-centric ap-
proaches. The method was applied as proposed in the orig-
inal paper, with the implementation of the data processing
pipeline developed based on the Python code that accompa-
nies it. A summary of the methodology is described here but
the reader should refer to the original paper for more details.
It consists of the following steps:

1. Pre-processing: pre-processing steps comprise sensor
selection and normalization. Concerning the former, for
the datasets employed here (#1 and #3) 14 out of the 21
available sensors, namely sensors #2, 3,4,7, 8,9, 11, 12,
13, 14,15, 17, 20 and 21, are employed. This is similarly
performed in other related works using the same datasets.
In terms of normalization, all data is transformed to zero
mean and unit variance.

2. RUL data preparation: the points in time at which RUL
estimation is evaluated are defined based on a fixed time
window increment. A time window increment of 10 was
used for the experiments. At each of those points, the
time window of sensor data from the beginning of oper-
ation up to that point in time is associated with a ground
truth RUL value for training/testing of models. The strat-
egy of defining the RUL values over time in a piecewise
linear fashion is employed. This means the RUL is fixed
to a constant value during the beginning of the equip-
ment’s life and only after a predefined point in time it
begins to linearly reduce towards zero. Constant RUL
values for the datasets #1 and #3 employed in this study
are respectively 115 and 125.

3. Feature extraction and selection: The whole time win-
dow of data available until the point in time when the
RUL is evaluated is employed for feature extraction. This
means a multivariate time window of sensor data of arbi-
trary length is transformed into a feature vector of con-
stant size. Features are defined based on the Python
package tsfresh (Christ, Braun, Neuffer, & Kempa-Liehr,
2018)

4. RUL estimation model training/testing: after execu-
tion of the previous steps, the RUL estimation is trans-
formed into a standard regression problem where fea-
tures are inputs and RUL is the output. This is the
step where AutoML is employed for automating both the
ML algorithm selection and hyperparameter optimiza-
tion. The Python package TPOT is used for this pur-
pose (Le, Fu, & Moore, 2020). The package employs
genetic programming to perform the AutoML task. Al-
though this approach provides a good framework for test-
ing data-centric methods due to the automation of the
complete process for designing the ML model, it must
be noted that the AutoML process can be computation-
ally expensive, limiting the number of experiments that
can be performed for a certain computation budget.

Metrics employed for assessing the prognostics solution per-
formance are also the same employed in (Kefalas et al., 2021),
consisting of RMSE and the scoring function used in the
PHM Society data challenge associated with the initial re-
lease of the dataset. This scoring function (.5) is presented in
Eq. (39). In the equation, d; = RUL; — RUL;, where RUL;
is the estimated value produced by the prognostics solution
and j is the sample number. It can be noticed that such met-
ric penalizes more heavily estimates which are late than those
which are early.

J
> LY _1ifd; <0

S =77 (39)
> el — it d; >0
Jj=1

4.2. Data augmentation Procedures

In order to apply the proposed data augmentation approach,
TVAR parameters are obtained based on the empirical mean
vector (Eq. (35)) and covariance matrix (Eq. (36)) calcu-
lated from the historical data. For such calculations to be per-
formed, the corresponding samples must be aligned accord-
ing to time n as presented in the equations. For application to
failure prognostics, available historical sensor data have been
aligned based on their associated RUL values, so n in the
TVAR equations corresponds to the RUL in this case. Fol-
lowing such definition, data augmentation can be performed
as described in section 3 and the resulting dataset can be em-
ployed for prognostics as described in section 4.1
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Figure 1. Run to failure data from four sensors (11, 29, 21, and 25) for dataset #1 (FDOO1). Each plot presents data from 3 real
units (47, 60, and 68) and one time series resulting from data augmentation (Aug. Unit).

Figure 1 presents sample time series from four sensor for
three units in the dataset #1 (47, 60 and 68) and one sam-
ple corresponding to data augmentation (Aug. Unit). Time
series resulting from the proposed data augmentation proce-
dure cannot be distinguished from the real data based on vi-
sual inspection of the plots.

4.3. Experiments and Results

As previously mentioned, experiments were performed with
the assumption that historical data from only five units was
available, as this level of data scarcity is representative of
many real world use cases. Two sets of experiments were per-
formed, employing respectively datasets #1 and #3. Each set
comprised 100 experiments and in each of such experiments
five units were randomly selected from the dataset to serve
as the data employed for augmentation and ML model train-
ing. In each experiment, a baseline was created using only the
data from the five units to train the RUL estimation model. A
second model was then trained with additional five samples
generated using the proposed data augmentation method.

Performance for each experiment was assessed based on the
RMSE and S metrics described above. Table 1 presents the
average relative improvement obtained as a result of the data
augmentation for each set of experiments compared to the
baseline with no augmentation. It can be noticed from the

RMSE avg. Savg.
Dataset improvement | improvement
#1 (FDOOT) 2% 4%
#2 (FD003) 6% 20%

Table 1. Average relative improvement obtained in each set of
experiments resulting from the proposed data augmentation
approach when compared to the baseline with no augmenta-
tion.

table that the proposed method resulted in a considerable per-
formance improvement, especially for dataset #3.

5. CONCLUSION

This paper presented a novel method for non-stationary mul-
tivariate time series data augmentation and its application to
failure prognostics. The method extends previous work from
the authors (de Souza & Leao, 2023) to employ time-varying
autoregressive (TVAR) models to generate synthetic data
based on mean and covariance estimates obtained from the
available real samples. The method was successfully tested
on a failure prognostics application. The C-MAPSS dataset,
commonly employed for testing and benchmarking failure
prognostics methods was used for the experiments. The Au-
toML approach originally proposed in (Kefalas et al., 2021)
was applied here as the means for designing the prognostics
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methods. It was chosen as it automates the ML method se-
lection and hyperparameter tuning, providing a practical and
unbiased framework for testing data-centric prognostics solu-
tions. The only drawback of such approach is its computa-
tional cost, as it results in a large search space which is ex-
plored based on genetic programming. Experiments compar-
ing the results with and without data augmentation provided
empirical evidence of the successful application of the pro-
posed approach to improve failure prognostics performance
under data scarcity situations.

The experiments were limited to a single scenario in terms
of number of real and synthetic samples. Future work will
include a larger variety of experiment conditions, as well
as additional datasets, including C-MAPSS dataset #2 and
#4 which correspond to varying operating conditions, and
other more realistic datasets such as the one described in
(Arias Chao, Kulkarni, Goebel, & Fink, n.d.). Future work
will also include benchmarking with other data augmentation
approaches for failure prognostics and experimenting with
additional use cases, with focus on industrial applications us-
ing real-world data.
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APPENDIX. DERIVING MATHEMATICAL EXPRESSIONS
Determining Eq. (6)

By repeated substitution, one can derive the general-term ex-
pression of x(n) from Eq. (1) as follows:

x(1) = A(0)x(0) + B(0)v(0)
x(2) = A(1)x(1) + B(1)v(1)
x(2) = A A0)x(0) + ALBO)v(0) + B(1)v(1)
x(n+1) = B
0) J[TA®R) +> _B)v(t) T Ak)+B(n)v(n)
k=0 1=0 k=I4+1 “0)

where the above expression is valid for n > 0. The mean
vector of the TVAR process can be obtained by taking the
expected value of Eq. (40), which results in

m(n) = x(0) [ Atk)+

n—1 k=0 n (41)
> BOE{vD} [ AR +Bm)E{v(n)}

=0 k=1+1

because x(0), A(n), and B(n) are deterministic (see Egs. (2)
and (3) and assumption A3). Since the noise vector is zero-
mean (see assumption A4), every EE [v(1)] term should be zero
in Eq. (41), making this equation reduce to Eq. (6).

Determining Eq. (7)

The covariance matrix of the TVAR process can be calculated
by subtracting Eq. (6) from both sides of Eq. (40), taking the
outer product, and computing its expected value. Then, by

10
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rearranging the resulting expression, we get

C(n) = E{[B(n)v(n)] B)v(n)]"} +

E{[B(n)v(n)] S BV [ AR)| S+
1=0 k=141
E{ S BONVG) [] A(k)} [B(n)v(n)]T}+
1=0 k=141

(42)
Owing to assumption A5, it can be shown that the first term
in the right side of Eq. (42) can be simplified to

B2(n)® (43)

In turn, the second and the third terms in the right side of Eq.
(42) are zero thanks to assumptions A4 and AS. Next, by ex-
panding the fourth expected value in Eq. (42), it can be noted
that all elements containing products of the type v(n)v(m)
for n # m are zero due to assumption A4. By considering
only the non-zero elements of the expansion, we get

n—1
1=0
Then, setting the second and third terms in the right side of

Eq. (42) to zero and using Eqgs. (43) and (44) in the first and
fourth terms, respectively, make Eq. (42) equal to (7).

B() ﬁ Ak)| @. (44)

k=l+1

Determining Eq. (15)

The general-term formula of the TVAR process as function of
the defined parameter matrices can be determined from Eq.
(40). To do so, we use Eqs. (2) and (3), as well as Eqgs. (8) to
(14), to rewrite A (n) and B(n) as

An)=Pn+1S(n+ 1P (n)S™ (n) 45

B(n) = AP(n+1)S(n +1)x 46
[R(n+ 1S (n+1) - Rm)s—(m)]*. @0
Substituting Egs. (45) and (46) into Eq. (40) gives

x(n+1) =x(0) [[ P(k+ 1Sk + )P~ (k)S™ " (k)+

k=0
n—1

STPU+DSE+1) [RE+1DSTHI+1) — ROSTH(D)]
=0
vIDA ] P+ 1)S(k+ 1P (k)S ™ (k) + v(n)x
k=I1+1
AP(n+1)S(n+1) [R(n+ 1)S™ (n + 1) — R(n)S~' (n)]* .
47

[NE

X

IE{ iB(Z)v(l) II A(k)} iB(l)v(l) II A(k)] }
=0 k=l+1 =0 k=l+1

In Eq. (47), the first product can be simplified to

[[PE+1)S(k+ 1P (k)S™" (k) = P(n+1)S(n+1)T
k=0

(48)
due to the fact that x(0) = P~1(0)S71(0)x(0) = I'x(0)
(see Eq. (16)) and because of cancellations that happen when
multiplying consecutive terms. Owing to the latter, the sec-
ond product in Eq. (47) can also be simplified to

ﬁ P(k+1)S(k+1)P 1 (k)ST' (k) =
Pint DS+ P11+ 1)S (I +1)

By substituting Eqs. (48) and (49) into Eq. (47) and ma-
nipulating and simplifying the resulting expression, it can be
shown that Eq. (47) reduce to Eq. (15).

(49)

Determinig Eq. (17)

The expression for the mean vector as function of the TVAR
parameter matrices can obtained by simply using Eqgs. (45)
and (48) in Eq. (6), as well as the scaling defined in Eq. (16).

Determing Eq. (18)

The covariance matrix as function of the TVAR parameter
matrices can be computed by substituting Eqgs. (10) to (13)
into Egs. (45) and (46), and the resulting expressions into
Eq. (7). By employing these substitutions and simplifying
the obtained expression by using Eq. (48), we get

C(n) = A2P2(n+1)S%(n + 1) x
STRE+DSTH+D] - [ROSTHO)] @
1=0
(50)
Observe that the right side of Eq. (50) contains a felescoping
sum with consecutive terms that are cancelled out, yielding

SR+ 1S+ D] - [ROSH0)) -
I[EO(n +1)S1(n+ 1)]* = [R(0)S7(0)]?.

From Egq. (12), we have R(0) = 0. By using the latter in Eq.
(51), replacing the telescoping sum in Eq. (50), and simplify-
ing the resulting expression, Eq. (50) becomes Eq. (18).

(51
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