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INTRODUCTION

This document does not include any export controlled technical data.

Presenter Notes
Presentation Notes
Let me start with an introduction to our team
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PROBLEM STATEMENT

This document does not include any export controlled technical data. 4

M I S S I O N :  D E V E L O P I N G  S Y S T E M  L E V E L  A N A L Y T I C S   

• Single component are easier to model when they are treated as an isolated system. 
• Component level prognostics do not capture the intricate correlations and interdependencies of the 

component within the complex system. 
• Digital Twins have gained interested and over-time they may be able to model these systems at a 

detailed level. 

Presenter Notes
Presentation Notes
Slide 1: Introduction to Prognostic and Health Management (PHM)
PHM is essential for ensuring safe system operation and cost-effective maintenance (Kim, 2021).
Many prognostic algorithms have been developed for component-level prognostics, such as bearings, gears, batteries, and filters (Hamadache, 2019; Hsu, 2022; Meng, 2019; Vuckovic, 2022).
Challenges arise when dealing with complex systems where component correlations and interdependencies complicate modeling.
Slide 2: The Role of Data-Driven Approaches and Challenges in PHM
Single components can be easily modeled and tested due to controlled environments and domain knowledge.
Digital Twins (DTs) have gained interest for modeling complex systems over time (Tao, 2018).
PHM is crucial for industries with high reliability and safety demands, such as aircraft, nuclear power plants, and military defense systems.
Adding new sensors to systems is often impractical and costly.
Developing comprehensive PHM solutions involves identifying correlations between events and sensor data, especially in complex systems.
Introduction of a framework for data isolation, feature engineering, and correlation identification in PHM, followed by a machine learning framework for model training and testing.
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DATA DRIVEN PROGNOSTICS 

This document does not include any export controlled technical data. 5

S Y S T E M  I S  A  C O L L E C T I O N  O F  C O M P O N E N T S  A N D  S E N S O R S
S E N S O R S  C O M P O N E N T S • How to identify correlations between sensors and 

components?
a) Physics/system architecture-based models (obvious)
b) Data-driven analysis (not so obvious)

• Propose Framework:
• Data driven approach to identify relationship between 

sensors and component removals. 

Prognostic 
ML Model 

Development

Feature & 
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Engineering
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Presenter Notes
Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 
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KEY ISSUES

• The proposed framework is intended to address three key issues:
1. Ensure system coverage
2. Identify relevant features for a given component/event
3. Reduce prognostic development time

This document does not include any export controlled technical data. 6

S U M M A R Y

Presenter Notes
Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 
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FRAMEWORK

This document does not include any export controlled technical data.

Presenter Notes
Presentation Notes
I will now go through the background and motivation for this work.
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FRAMEWORK OVERVIEW 

This document does not include any export controlled technical data. 8

STEP 1

STEP 2 STEP 3 STEP 4

A N A L Y T I C  D E V E L O P E R  W O R K F L O W  P R O C E S S

Presenter Notes
Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 
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FRAMEWORK OVERVIEW 
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STEP 1

STEP 2 STEP 3 STEP 4

A N A L Y T I C  D E V E L O P E R  W O R K F L O W  P R O C E S S

Presenter Notes
Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 
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STEP 1 :  OPPORTUNITY IDENTIF ICATION

• How should we prioritize analytics in an incremental development process? 
• Priority Criteria Guidelines:

• Customer Request
• Cost-Benefit Analysis
• Safety Critical Components
• High Correlation (Quick Wins)

This document does not include any export controlled technical data. 10

B U S I N E S S  A S P E C T  O F  P R O G N O S T I C  D E V E L O P M E N T

Presenter Notes
Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 
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STEP 2 :  DATASET PREPARATION

• Feature Engineering
• Apply statistical transformations to raw flight signals to generate features.
• Transformations reduce raw signals to single values per flight.
• Features are tracked over time and saved in feature-specific datasets.

This document does not include any export controlled technical data. 11

F E A T U R E  C O R R E L A T I O N  
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Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 



© 2021 Collins Aerospace

STEP 2 :  DATASET PREPARATION

• Feature-Component Correlations
• Perform correlations between unique features and component. 
• Statistically evaluate differences before and after events to identify correlated events.
• Correlated events are saved for future reference and investigation.

This document does not include any export controlled technical data. 12

C O R R E L A T I O N  

Tail number 123

Presenter Notes
Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 
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STEP 2 :  DATASET PREPARATION

• Percentage of explain-ability -  how many 
removals of a given component type does a 
feature explain?

• Example:
• Component C1 removed 10 times
• Feature F2 displayed a shift in 

performance 8 times
• Explain-ability of C1-F2 is 80%

This document does not include any export controlled technical data. 13

F E A T U R E  S E L E C T I O N  &  E X P L A I N - A B I L I T Y  

Presenter Notes
Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 
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DATA CHALLENGES

• Requirements: 

1. The number of component removals is large enough 
to develop a training dataset

2. The same component is removed on multiple 
aircraft to avoid aircraft bias.

This document does not include any export controlled technical data. 14

E X P L O R I N G  C H A L L E N G E S  W I T H  A V A I L A B L E  D A T A S E T S

Presenter Notes
Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 
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ML TRAINING DATASET PREPARATION 

This document does not include any export controlled technical data. 15

C U S T O M I Z E D  M L  L I B R A R Y

ML Dataset

Classification

Single Sample

Time Series 

Regression 

Single Sample

Time Series 

• Classification
• Healthy vs. Not Healthy
• Challenge: labeling

• Regression 
• Remaining useful life (RUL) estimate
• Challenge: harder to estimate

• Single Sample
• Independent prediction for every new 

sample collected
• Time Series

• Predication based on some specified 
window of data.

Presenter Notes
Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 
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STEP 3 :  MODEL TRAINING

This document does not include any export controlled technical data. 16

C U S T O M  B U I L T  A U T O - M L  L I B R A R I E S

Presenter Notes
Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 
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STEP 4 :  PERFORMANCE ANALYSIS 

This document does not include any export controlled technical data. 17

H O W  D O  W E  T E S T  A N D  V A L I D A T E  T H E  M O D E L S ?

C L A S S I F I C A T I O N  M O D E L S R E G R E S S I O N  M O D E L S

Presenter Notes
Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 
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S IMULATION EXAMPLES

This document does not include any export controlled technical data.

Presenter Notes
Presentation Notes
I will now go through the background and motivation for this work.
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DATASET

• Dataset cover all sensors and all components on an aircraft fleet.
• Define component as 𝐶𝐶𝑖𝑖𝑚𝑚

• 𝑖𝑖 - the component type. 
• 𝑚𝑚 – the number of removals of component 𝐶𝐶𝑚𝑚 

• Define Feature as 𝐹𝐹𝑛𝑛

This document does not include any export controlled technical data. 19

E X A M P L E  F R O M  O U R  D A T A S E T

Features 20,000 

Component Types 2900

Total Removals (All Component Types) 500,000

Presenter Notes
Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 
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1. Assume: Using the “opportunity identification” method, we selected to develop 
prognostic for component C1

2. Perform Feature-C1 Correlation
3. Pick the most correlated features

• F2
• F8
• F6
• F9 

FEATURE SELECTION

This document does not include any export controlled technical data. 20

Threshold

Presenter Notes
Presentation Notes
We are using F and C as general terms. It is in part to protect IP since have are using real data. However, it is not this specific analytic that matters so much. The paper is trying to demonstrate a data-driven framework and process for developing prognostics. Therefore, the actual features and components are not that important. 
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• Single sample RUL regression model.
• Assumption: over the last 50 flight prior to removal. The component transitions from 

healthy to degraded and finally failed. 
• Dataset contain 50 aircraft
• Train/Test Split 

• 45 aircraft are selected for training and 5 for testing. 
• Each tail has one or more component C1 failures. 

ML TRAINING DATASET PREPARATION

This document does not include any export controlled technical data. 21
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PREDICTION EXAMPLE:  TEST SAMPLE 1

This document does not include any export controlled technical data. 22

P R E D I C T I O N  I L L U S T R A T I O N S  F O R  O N E  R E M O V A L  I N  T E S T  D A T A S E T

Presenter Notes
Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 
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PERFORMANCE:  NUMERICAL RESULTS 

This document does not include any export controlled technical data. 23

F O R  T H E  E N T I R E  T E S T  D A T A S E T

Models MAE RMSE MAPE
Gaussian Process Regression (GPR) 0.1 0.2 0.5%

Random Forest 4.6 5.61 55.3%

K-Nearest Neighbor (KNN) 10.1 12.2 119.4%

Support Vector Regression (SVR) 11.8 14.1 150.1%

XGBoost 12.1 14.1 154.8%

ElasticNet 12.5 14.5 171.0%

MLP 12.5 14.4 171.8%

Linear Regression 12.5 14.5 170.9%

Presenter Notes
Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 
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CONCLUSION & FUTURE 
WORK 

This document does not include any export controlled technical data.

Presenter Notes
Presentation Notes
I will now wrap up with the conclusions of this work.
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CONCLUSION

• Discussed challenges of complex systems
• Introduced a data-driven framework for developing prognostic models in complex 

systems
• Opportunity identification
• Feature engineering & feature correlation
• Auto-ML modeling tool
• Performance Evaluation 

• Demonstrated performance of the framework on a numerical example

This document does not include any export controlled technical data. 25

S U M M A R Y

Presenter Notes
Presentation Notes
In summary, what did we talk about today? 
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FUTURE WORK 

• Expanding the Auto-ML library
• Adding unsupervised models for unlabeled dataset

• Improving on feature engineering
• Currently features are combined at the ML level
• Future Enablement: Combine features at the features engineering level

• Introduce better performance metrics 

This document does not include any export controlled technical data. 26

W H A T ’ S  N E X T

Presenter Notes
Presentation Notes
We propose a GPR model to estimate RUL. To study the performance of the GPR model, we consider a filter clogging dataset for RUL estimation. We demonstrate an approach for efficient and easy GPR design which include kernel selection and hyper-param tunning. 
We compare the GPR model to MLP model. We select the MLP model as a representative NN model. The intuition is that the GPR model can train better on smaller dataset whereas the NN requires larger training dataset to tune its hyperparameters. 
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Once again, this work is a collaboration between myself and my colleague Shavshvat. Thank you for your attention and I welcome your questions.
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