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» Black-box machine learning (ML)/deep learning (DL) has shown tremendous success in data-
driven predictive maintenance (PdM).

« It is difficult for human experts to understand and act upon black-box PdM models' decisions.

« Explanations help improve the model’s understanding and provide insight into why and how the
model arrived at a specific decision.
» The state-of-the-art explanation methods often suffer from the disagreement problem.
« Multiple explainable Al (XAl) methods do not agree with a model’s feature ranking.

« Misguide the required insights by the operators and technicians to understand what and why
it is happening, and how to react.

» May lead to catastrophic consequences in safety-critical applications.

* Raise a fundamental question: how to choose the correct explanation method for PdM
models?
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Related works

Take 1: Build inherently interpretable predictive Take 2: Explain pre-built models in a post-hoc

models (e.g., Rule Based Models, Generalized manner (e.g., SHAP, LIME, etc.,) [4,5]
Additive Models, etc.,) [3]
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« Only a few works exist when it comes to evaluating the quality of the explanation of PdM models [3,5]
« Stability and consistency

 No work on how to choose an accurate and trustworthy explanation for explaining the predictive
RUL.

« Unstable and inconsistent explanations may lead to an untrustworthy PdM model for the end-users.
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XAl Limitation in PdM

* For a single prediction, the local explanations are chosen when there is a disagreement between the

SHAP and LIME explanation methods.
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Figure: For a single prediction, the SHAP-based local explanation
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Proposed approach: Trustworthy RUL explanation

- RUL local explanations method: SHAP, LIME, and Anchor

« Explanation evaluation metrics: Fidelity, Stability, Identity, and Consistency
* Ranking and rank aggregation Method: Kemney and Borda rank aggregation
* Trust score measure for best explanation method selection
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Figure: An overview of a trustworthy RUL explanation from a set of explanation methods of explainable predictive maintenance framework.
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RUL local explanation methods

LIME: Local Interpretable Model-agnostic Explanations » o
« Sample points around xi. . - '
: + @
« Use a model to predict labels for each sample. 14 @
« Weigh samples according to distance to xi. - .. .° +
. . L
* Learn simple models on weighted samples. ,
« Use a simple model to explain. ! -
Figure: LIME
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. . . . X, X, V) =1,
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. . T 0/x, —— P(y)=08
« Fairly attributes the prediction to all the features.
Figure: SHAP
AnChorS IF “Operational setting 2” > 0.0034 AND “SensorMeasurel12”> 522.49
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. AND “SensorMeasurel4” = 8135.95 AND “SensorMeasure7” > 551.60
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° |dent|fy an “anChor” rule Wh|Ch has the maximum AND “SensorMeasurel5” > 8.38 AND “SensorMeasure3” > 1595.65
. . THEN PREDICT “RUL” = 111.87
coverage of the local neighborhood and also achieves a WITH precision = 0.832 AND Coverage = 0.232

high precision. Figure: Anchors
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Explanation evaluation metrics

Fidelity

« To what extent does the explanation method accurately represent the underlying decision-making
process?

« Explanations that precisely identify the most dominating features of the underlying models for RUL
prediction have high fidelity.

Identity

« |If there are two identical instances, such as the actual and predicted RUL classes, they must have
identical explanations.

« If this is not the case, then either the explanation model generates an explanation that is not
identical or the PdM model predicted the wrong RUL class.

Stability

« Similar observations should receive similar explanations.

« The small changes in the observations will lead to low changes in the explanations.

Consistency

* Quantifies the similarity between the explanations generated by various explanation methods for
predictions of different black-box models.

 If an explanation for a single observation is measured multiple times, each of the measured
explanations should be similar.

*%3 phmsociety 11/12/2023 8




Robust rank aggregation and trust score measure

Rank aggregation

« Given a set of rankings (R4, R,, ..., R,;;) of a set of objects (X3, X,, ..., X;,) produce a single ranking R
that is in agreement with the existing rankings.

Kemeny

« Find a barycentric or median ranking by picking a distance on the set of rankings.

« Butitis NP-hard to compute.

Borda

« For each ranking, assign to object X, a number of points equal to the number of objects it defeats

« The total weight of X is the number of points it accumulates from all rankings

Trust score (TS)

» Provides a fair ranking on the performance of aggregated rank and selects the best explanation

method for a given predicted RUL.
N N
1
= jz 2 Rankagrscore(p: q)

p=1q=

Rankagrscore (p, q) represents the pairwise agreement score between explanation methods p and q in the

aggregated rankings and the reference ranking using Kendall’s tau (7) distance.
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Datasets

* Comme_rcial MOdU|ar_AerO _ Modules { Fan Compressor Combustor Turbine
Propulsion System Simulation LG e P (HPT and LPT)
(C MAPSS) [1] dataset
Pressure BEL.
 Fan speed gt
* Fuel thSical { Temp. Temp. Temp. I
* COOlant ﬂOW sn?:::r Pressure  Pressure Pressure Speed Temp Temp.
« Temperature
. Engine diagram simulated in C-MAPSS [2]
 Four fleets of engines
© FDOv FDOO1 FDO002Z FDO03 FDO0O04
« FDO002
. FD883 Train 100 260 100 249
Test 100 259 100 248
- FDO004 Op. cond/fault modes /1 671 72 on
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Results: RUL classification and regression

Model MAE RMSE

XGB 13.75 15,72 14.43 18.45 14.05 16.32 14.67 17.95
RF 13.34 1591 14.87 19.64 13.84 22.15 15:31 2105
LR 17.35 18.71 16.23 23.81 1716 23.03 18.32 26.92
NN 9.98 11.73 10.54 12.89 12.11 14.81 13.13 14.64

Balanced Accuracy % F1-Score

Model —ppyp0r—FD00Z— FDOU3— FDOO4  FDOOT FDO0Z  FDU03  FDUOA

XGB 91.5 90.3 89.7 89.3 92.6 91.4 1.2 925
RF 89.5 88.7 88.1 87.5 91.8 90.8 01 92.1
LR 87.2 86.8 84.5 85.1 90.3 89.2 88.9 89.5
NN 92.7 91.5 90.4 91.5 93.4 93.5 92.3 93.1
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Results: SHAP and LIME-based RUL local explanation
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Figure: For a single prediction in the FD0O01 dataset, the local explanations
provided by SHAP in which the actual value of RUL of the component is 114
while the predicted value is 111.87 for the FFNN model.
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Figure: For a single prediction in the FD0O0O1 dataset, the local
explanations provided by LIME in which the actual value of
RUL of the component is 114 while the predicted value is
111.87 for the FFNN model.

11/12/2023




Results: SHAP and Anchor-based RUL local explanation
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Figure: For a single prediction in the FD0O01 dataset, the local explanations
provided by SHAP in which the actual value of RUL of the component is 114
while the predicted value is 111.87 for the FFNN model.
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Figure: For a single prediction in the FD001 dataset, the local
explanations provided by Anchor in which the actual value of RUL
of the component is 114 while the predicted value is 111.87 for the
FFNN model.
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Results: Performance of RUL Explanation

XAl methods Models FDO001 FD002 FD003 FDO004
LE 0.032 0.0054 0.00I9 0.00036
SHAP XGB 0.242 0.437 0.295 0.159
RF 0.465 0.513 0.503 0.485
NN 0.798 0.752 0.787 0.734
LR 0.0 0.0 0.0 0.0
LIME XGB 0.0242 0.0193 0.0157 0.172
RF 0.0805  0.081 0.061 0.074
NN 0.08 0.053 0.079 0.071
LE 0.0 0.0 0.0 0.0
- XGB 0.0 0.0 0.0 0.0
RF 0.0 0.0 0.0 0.0
NN 0.018 0.014 0.009 0.012
XAI methods Models FD001 FD002 FD003 FD004
LE 0.0014 0.0009 0.0008 0.001
SHAP XGB 0.189 0.176 0.183 0.165
RF 0.332 0.315 0.216 0.197
NN 0.063 0.095 0.031 0.089
LE 0.143 0.106 0.125 0.T13
LIME XGB 0.103 0.89 0.98 0.95
RF 0.166 0.153 0.147 0.175
NN 0.0087 0.059 0.0755 0.0418
LR 0.0001 0.0001 0.0001I 0.0001
BT XGB 0.0032  0.0034 0.0064 0.0009
RF 0.0143 0.0117 0.0122 0.0091
NN 0.00 0.00 0.00 0.00

XAI methods Models FD001 FD002 FD003 FD004
LR 0.875 0.843 0.795 0.892
SHAP XGB 0.975 0.953 0.925 0.898
RF 0.912 0.905 0.883 0.934
NN 0.998 0.956 0.986 0.971
LR 0.910 0.905 0.918 0.886
LIME XGB 0.904 0.953 0.925 0.898
RF 0.943 0.937 0.856 0.892
NN 0.912 0.889 0.898 0.893
LR 0.863 0.843 0.795 0.892
ey XGB 0.890 0.878 0.892 0.879
RF 0.881 0.907 0.887 0.865
NN 0.924 0.905 0.894 0.934
XAl methods Models FD001 FD002 FD003 FDO004
LR 0.416 0.429 0.443 0.427
SHAP XGB 0.339 U333 0.331 0.319
RF 0.302 0.325 0.336 0.317
NN 0.273 0.295 0.301 0.289
IR 0.507 0.537 0.525 0.519
LIME XGB 0.473 0.493 0.498 0.465
RF 0.406 0.443 0.418 0.425
NN 0.387 0.415 0.395 0.408
LR 0.786 0.797 0.811 0.792
T, XGB 0.687 0.703 0.719 0.749
RF 0.745 0.762 0.716 0.704
NN 0.642 0.669 0.638 0.655
hm
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Results: Calculating trust scores for identifying the best suitable

explanation
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Figure: Performance of the top-1 selected model (FFNN-based RUL Figure: Performance of the top-1 selected model (FFNN-based
prediction). Box plots of the measured trust score of the explanation RUL prediction). Box plots of the measured trust score of the
method selected by XAl evaluation metric sets for the FD001 dataset. explanation method selected by XAl evaluation metric sets for

the FD002 dataset.
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Results: Trustworthy RUL explanation from a set of explanation

methods
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Figure: An overview of a trustworthy RUL explanation from a set of explanation methods of explainable predictive
maintenance framework using the FFNN model and FD001 dataset.
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Conclusion & Future Work

Our proposed trustworthy RUL explanation framework by demonstrating and solving the
disagreement problem among the state-of-the-art XAl methods.

Our proposed novel trust score by combining their rankings using a robust rank aggregation
approach from different explanation evaluation metrics for selecting the best explanation method for
a given batch of RUL samples solved the disagreement problem.

The SHAP explanation method performed relatively well compared to the LIME method.

The Borda rank aggregation method performed better than the Kemeny method in selecting a
suitable explanation method, with the highest trust score.

In future, we plan to conduct further research with other explanation methods such as example-
based explanation, counterfactual explanation, visual explanation, etc.
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Thank you!

Questions?

Dependable Cyber-Physical
Systems (DCPS) Laboratory
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