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ABSTRACT

This paper considers the consistency-based re-
mote diagnosis of discrete-event systems, where
the diagnostic task is decomposed into an on-
board and an off-board task. The system to
be diagnosed is modelled by a new type of
timed automata possessing discrete inputs and
outputs. Faults are modelled as parameters of
the edges and invariants of the automata. A
consistency-based diagnostic method is derived
for this model class by extending a method devel-
oped for timed automata without inputs and out-
puts. This method can be used for fault detection
on the on-board component and for fault identifi-
cation on the off-board component of the remote
diagnostic system. The results are illustrated by
an example.

1 INTRODUCTION

Modern technological systems are subject to faults,
which may lead to down time and damage to men and
environment. The aim of fault diagnosis is to decide
whether faults have occurred in the system and to iden-
tify them as early as possible.
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Figure 1: Structure of remote diagnosis

Diagnostic tasks require considerable memory capac-
ity and computing effort, which often exceed the ca-

pacity of the system’s equipment. To take these limi-
tations into account, different strategies have been de-
veloped in (Schumann and Pencolé, 2006), (Zhang and
Ding, 2006), (Al-Salami et al., 2008) and (Zhang et
al., 2004). In this paper the concept of remote diag-
nosis shown in Fig. 1 is adopted from (Fritsch et al.,
2006), which decomposes the diagnostic problem into
an on-board and an off-board diagnostic subproblem
as follows:

• On-board fault detection. The on-board diag-
nostic system solves the fault detection problem
and controls the data communication between the
on-board component and the off-board compo-
nent.

• Off-board fault identification. The fault identi-
fication task is solved by the off-board diagnostic
system.

The decomposition of the diagnostic problem reduces
the computational requirements on the on-board com-
ponent with respect to memory and computing effort.

This paper investigates remote diagnosis of discrete-
event systems (Fig. 2) which are represented by timed
automata. The main motivation for dealing with timed
models is that the temporal distance between events
includes important information for diagnosis.

Discrete-event system

Inputs v Outputs w

Figure 2: Discrete-event system with inputs and out-
puts

The contribution of this paper is threefold: First, a new
type of timed input/output-automata (I/O-automata) is
proposed extending the timed automata introduced by
(Alur and Dill, 1994) with inputs and outputs. In (Kay-
nar et al., 2003) timed I/O-automata are presented,
where the set of external actions is partitioned into in-
put and output actions. In contrast, in this contribution
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the inputs and the outputs of the automaton are com-
bined as input/output-pairs (I/O-pairs), where the au-
tomaton’s input causes a state transition, while the out-
put occurs as a result of the state transition. Compared
with (Supavatanakul, 2004) and (Schlage and Lunze,
2009), the new model can have an arbitrary number of
clocks and allows, among others, to model the com-
munication network.

The second contribution is a new diagnostic method.
In the literature, there are only few model-based di-
agnostic methods using timed automata, for instance,
in (Supavatanakul, 2004), (Bouyer et al., 2005) and
(Tripakis, 2002). Extending the idea of (Tripakis,
2002), this paper presents a consistency-based diag-
nostic method for the class of timed I/O-automata pro-
posed before.

The third contribution is a new scheme for remote di-
agnosis (Fig. 3). The on-board component applies the
diagnostic method to the model of the nominal system
to detect faults, whereas the off-board component uses
this method together with the models of the faulty sys-
tem for fault identification.

Instead of modelling faults as unobservable events,
faults are represented as changes of the behaviour of
the automaton. This approach is motivated by our field
of application. In technological systems faults do not
appear as events after which the system behaves like
the nominal one, but faults change the properties of
the system.
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Figure 3: Decomposition of the diagnostic tasks

The paper proceeds as follows. In Section 2 the
new type of timed I/O-automata is presented. The
consistency-based diagnosis of timed I/O-automata is
explained in Section 3. In Section 4 the remote diag-
nosis using the consistency-based diagnostic approach
is described and illustrated by an example in Section 5.
Section 6 concludes the paper.

2 TIMED I/O-AUTOMATA

This section defines a new type of timed automata,
which may incorporate an arbitrary number of clocks,

whose transitions from one discrete state to another
are associated with I/O-pairs and whose behaviour
changes in the presence of faults. First, the basic mod-
elling idea, which is similar to (Alur and Dill, 1994),
is explained.

2.1 Preliminaries

Throughout this paper, C = {c1, c2, . . . , cm} denotes
the set of m clock variables. A clock valuation r on C
is a map r : C 7→ R≥0 which assigns a non-negative
value to a clock c ∈ C, e.g. r(c1) = 1. In the follow-
ing, rC = (r(c1), r(c2), . . . , r(cm)) denotes the m-
tuple of clock valuations. Given a clock valuation rC
and a time τ ∈ R≥0, rC + τ denotes the valuation
defined by (r(c1) + τ, r(c2) + τ, . . . , r(cm) + τ). A
valuation r[C := 0] for a set of clocks C ⊆ C is de-
fined by

r[C := 0](c) =

{

0 if c ∈ C
r(c) otherwise,

where the values of the clocks c ∈ C are reset to zero
and rC [C := 0] denotes the corresponding m-tuple
of clock valuations. Furthermore, 0C = (r(c1) =
0, r(c2) = 0, . . . , r(cm) = 0) is a valuation assign-
ing zero to all clocks c ∈ C.

A clock constraint ϕ is any finite conjunction of the
expressions of the form ci ⊲⊳ k, where ci is a clock,
⊲⊳∈ {<,>,≥,≤,=} and k ∈ N, where N denotes
the set of integers. The set of clock constraints on C is
denoted by Φ(C).

2.2 Timed I/O-automata

A timed I/O-automaton is a tuple

A = (Z,V ,W , E , C, I,Z0), (1)

where:

• Z = {z1, z2, . . . , zn} is a finite set of discrete
states,

• V = {v1, v2, . . . , vl} is a finite set of inputs,

• W = {w1, w2, . . . , wk} is a finite set of outputs,

• E = {e1, e2, . . . , ep} is a finite set of edges,

• C = {c1, c2, . . . , cm} is a finite set of m clock
variables,

• Z0 ⊆ Z is the set of potential initial discrete
states,

• I(z) is the invariant function which associates
with each discrete state z ∈ Z a clock constraint
ϕ ∈ Φ(C). A discrete state z must be left before
its invariant becomes unsatisfied.

The set of inputs V is partitioned into a set VO of ob-
servable inputs and a set VU of unobservable inputs.
Moreover, the set of outputs W is partitioned into a
set WO of observable outputs and a set WU of unob-
servable outputs. In the following, it is assumed that
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VU = {ε} and WU = {ε} hold, where ε is the empty
symbol.

An edge e = (z′, w, z, v, ϕ, C) represents a transition
from the discrete state z ∈ Z towards the discrete
successor state z′ ∈ Z , where v ∈ V is the input,
w ∈ W is the output, ϕ ∈ Φ(C) is a clock constraint,
and C ⊆ C gives the set of clocks to be reset to zero
during the transition. An edge e is enabled if the clock
constraint ϕ is satisfied and the system has the input
v, otherwise, e is disabled. An automaton can only
change its discrete state from z towards z′ using an
edge e if e is enabled. During this transition the output
w is generated and all clocks c ∈ C are reset to zero.
Note that the automaton may be nondeterministic.

The representation of a timed I/O-automaton by means
of an automaton graph is depicted in Fig. 4, where the
only initial discrete state z0 = 1 is denoted by an ad-
ditional arrow.

2

v w=2, =4, <3,c c1 1:=0

v w=1, =1,c c2 2<5, :=0

v w=2, =1,

c c
c c
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Ù
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c
=3, =3,
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Figure 4: Graph of a timed I/O-automaton

The state of the timed automaton A is a pair s =
(z, rC), where z ∈ Z is a discrete state and rC is a
clock valuation on C such that rC satisfies the invariant
I(z). The set of states is denoted by S ⊆ Z × R

m
≥0.

The set of potential initial states of A is S0 = Z0×0C.
It is required that 0C satisfies the invariant I(z0) for all
z0 ∈ Z0.

There are two different types of state transitions in A.
Firstly, the state s can change due to the elapse of time

succτ (s) =























(z, rC + τ) if s = (z, rC) is a state of

A and ∀τ ′ ≤ τ, rC + τ ′

satisfies I(z)

not defined otherwise,

where succτ (s) is the successor state of the automaton
which is reached from s after the time τ . Secondly, the
state of the automaton can change due to an edge e

succe(s) =







































(z′, rC [C := 0]) if s = (z, rC) is a

state of A, rC satis-

fies ϕ, A has the in-

put v and rC [C := 0]
satisfies I(z′)

not defined otherwise,

where succe(s) is the successor state of the automaton
which is reached from s using the edge e.

The inputs v ∈ V and outputs w ∈ W of the au-
tomata are combined as I/O-pairs (v, w) ∈ IO, where
the input causes a state transition if the corresponding
clock constraints are satisfied, while the output occurs
as a result of the state transition. The set of I/O-pairs
IO = V × W is partitioned into a set IOO of ob-
servable I/O-pairs and a set IOU of unobservable I/O-
pairs. An I/O-pair (v, w) ∈ IO is unobservable if
v ∈ VU and w ∈ WU holds, otherwise, it is observ-
able.

A timed input/output-sequence (I/O-sequence) B(th)
is described by

B(th) = (τ0, (v0, w0); τ1, (v1, w1); . . . ; τh, (vh, wh)),

where vi and wi are the i-th values of the I/O-
sequence, and τi ≥ 0 is the time between the (i−1)-st
and the i-th I/O-pair. The set of all I/O-sequences is
denoted by B. Moreover,

time(B(th)) :=
h
∑

i=0

τi

denotes the sum of all τi ∈ B(th). Consequently, for
the I/O-sequence B(th) the relation time(B(th)) =
th holds.

For the set of timed I/O-sequences the equations
BO ∪ BU = B and BO ∩ BU = ∅ hold, where
BO is the set of observable I/O-sequences and BU

is the set of unobservable I/O-sequences. An I/O-
sequence B(th) is called observable if all I/O-pairs
(v, w) ∈ B(th) are observable, otherwise, the I/O-
sequence is called unobservable. In the following an
observable I/O-sequence is denoted by BO ∈ BO,
whereas BU ∈ BU denotes an unobservable I/O-
sequence. For a given unobservable I/O-sequence
BU(th), the corresponding observable I/O-sequence
BO(th) = obsv(BU(th), IOU) is obtained by erasing
all unobservable I/O-pairs (v, w) ∈ IOU fromBU(th)
and summing all times τ between two successive ob-
servable I/O-pairs in the resulting I/O-sequence.

The behaviour BA of the timed automaton A is the set
of observable I/O-sequences BO(th) ∈ BO which are
consistent with the automaton.

2.3 Timed I/O-automata subject to faults

The application of timed I/O-automata for fault di-
agnosis requires the extension of the timed I/O-
automaton (1) to capture the faulty behaviour of the
system. Therefore, the timed automaton has to in-
clude the dependence upon the fault f . The timed I/O-
automaton extended for fault diagnosis is a tuple

AF = (Z,V ,W , E , C,F , I,Z0), (2)

where F = {f0, f1, . . . , fs} is the set of considered
faults with f0 denoting the faultless case.

In technological systems, faults change the system
properties as a leakage in a batch process disables
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a reactor to reach a high liquid level. In other
words, faults change the edge set E . An edge e =
(z′, w, z, v, ϕ, C, f) is only enabled if the clock con-
straint ϕ is satisfied, the system has the input v and the
fault f has occurred, otherwise, e is disabled.

Furthermore, the invariant function I(z, f) depends
upon the faults f ∈ F . If the fault f has occurred,
the discrete state z ∈ Z must be left before the corre-
sponding invariant I(z, f) is violated.

Figure 5 illustrates the modelling idea by means of a
timed I/O-automaton of a system, in which the faults
f0, f1 and f2 can occur. Evidently, the edges and the
invariants differ for the considered faults.

1

v w=2, =1, 9,c c f2 1 2£ :=0,

v w
c

=2, =3,

4,2³ c f1 2:=0,

2

f c0 1: £2

f c1 1: 4£
f c2 1: 4£

3

f c0 1: 6£

f c2 1: £8

v w=2, =3, 8,c c f2 1 1£ :=0,

v w=2, =1, ,c c f2 1 0£7 :=0,

v w=2, =1, 3,c c f1 2 1£ :=0,

v w=2, =1,

c c f1 2 2³2, :=0,

v w
c

=1, =3,

5,2£ c f1 0:=0,

v w=2, =1,

c c f1 2 0³1, :=0,

f c0 2: 7£

f c1 2: 8£
f c2 2: 9£

v w=3, =1,

c c
f

1 1

1

£4, :=0,

Figure 5: Graph of a timed automaton for F =
{f0, f1, f2}

For a set of faults F = {f0, f1, . . . , fs} the au-
tomaton AF can be interpreted as a set NA =
{Af0 ,Af1 , . . . ,Afs} of timed automata

Afi = (Z,V ,W , E(fi), C, I(z, fi),Z0),

where E(fi) ⊂ E denotes the set of edges of the au-
tomaton AF labeled with fi and I(z, fi) denotes the
invariant function concerning the fault fi. For the set
of edges the relation

⋃

fi∈F

E(fi) = E

holds. Thus, for a set of faults F there are s+ 1 timed
automata to be used for fault diagnosis, which gen-
erally differ in their behaviour so that a consistency-
based diagnostic method can be applied to detect and
identify a fault. The behaviour of the automaton Afi

is denoted by BA(fi). In the following only single,
permanent faults are considered.

3 CONSISTENCY-BASED DIAGNOSIS OF
TIMED I/O-AUTOMATA

This section presents a consistency-based diagnostic
method for the proposed timed I/O-automata which is

based on the diagnostic method proposed in (Tripakis,
2002).

The principle of consistency-based diagnosis is to
check whether or not the measured observable I/O-
sequence BO(th) is consistent with the timed I/O-
automaton A.

Definition 1 (Consistency (Blanke et al., 2006)) An
automaton A is called consistent with a measured
observable I/O-sequence BO(th) if BO(th) ∈ BA

holds.

The consistency-based diagnostic method requires to
find for the given input sequence a state sequence
that satisfies the clock constraints of the corresponding
edges and the invariants I and on which the automaton
generates the output sequence measured. Hence, di-
agnosis is based on state observation, which concerns
the problem of determining the current state s of the
discrete-event system for the measured I/O-sequence
BO(th). Since nondeterministic timed I/O-automata
are considered, the solution to the observation prob-
lem is, in general, not unique.

Given a set of states S ∈ S and an I/O-pair (v, w) ∈
IO, the set of states that can be reached from a state
s ∈ S using an edge e ∈ E(v, w) can be determined
by means of the transition function

GO(S, (v, w)) = {succe(s)|s ∈ S,

e ∈ E(v, w)}, (3)

where E(v, w) is the set of all edges e ∈ E labeled with
the input v and the output w. Moreover, given a set of
states S ∈ S and a time τ , the set of states that can be
reached from a state s ∈ S in exactly the time τ using
at most the edges labeled with unobservable I/O-pairs
can be determined by means of the transition function

GU(S, τ) = {S(s,B(τ))|s ∈ S,

obsv(B(τ), IOU) = τ}, (4)

where S(s,B(τ)) is the set of all states reachable from
s via B(τ). Note that Eqns. (3) and (4) could result in
an empty set of states if no corresponding transitions
exist.

The set of states which can be reached from the set of
initial states S0 measuring the I/O-sequence BO(th)
can be determined using the functionEA : 2S×BO →
2S , which is defined recursively as follows:

EA(S, ǫ) = S,

EA (S, (τi, (vi, wi); . . . ; τh, (vh, wh))) =

EA(GU(S, τi), ((vi, wi); . . . ; τh, (vh, wh))),

EA(S, ((vi, wi); τi+1, . . . ; τh, (vh, wh))) =

EA(GO(S, (vi, wi)), (τi+1, . . . ; τh, (vh, wh))).

Furthermore, for checking the emptiness of a state set

S, the function D : 2S → {0, 1} is defined as follows:

D(S) =

{

1 if S 6= ∅
0 otherwise.

(5)
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A nonempty set of states, which can be reached
from S0 measuring BO(th) and determined by
EA(S0, BO(th)), indicates that the timed automaton
A is consistent with the I/O-sequence BO(th). Thus,
the timed automaton A is consistent with BO(th) if

D(EA(S0, BO(th))) = 1 (6)

holds, otherwise, it is inconsistent with BO(th).

The on-line procedure of checking the consistency of
an I/O-sequence BO(th) with a timed automaton A is
summarised in Algorithm 1. The observed state set or
the result of the consistency test, respectively, are up-
dated whenever an observable I/O-pair is measured or
the timer T is equal to the step size ∆τ . This approach
ensures that an inconsistency can even be detected if
no observable I/O-pair is measured. Moreover, the
step size ∆τ can be chosen depending on the comput-
ing power available for diagnosis. A smaller step size
guarantees a more frequent update of the consistency
result, which generally improves the overall diagnosis.

Algorithm 1 On-line consistency test

Require:
- Model A
- Step size ∆τ
- Measured I/O-sequence BO(th) with increasing
th

Find:
- Is A consistent with BO(th)?

Initialisation:
Set timer T = 0
Set S = S0

loop

WAIT UNTIL
(

(I/O-pair (vi, wi) is measured

at time T ) or (T = ∆τ )
)

IF (I/O-pair (vi, wi) is measured) THEN
S = GO(GU(S, T ), (vi, wi))

ELSE IF T = ∆τ THEN
S = GU(S, T )

END IF
Set D(S) according to Eqn. (5)
IF (D(S) = 1) THEN
A is consistent with BO(th)

ELSE
A is inconsistent with BO(th)
STOP ALGORITHM

END IF
Set timer T = 0

end loop

Result:
- A is consistent with BO(th) if Eqn. (6) holds

For diagnosis, the consistency of the models Afi of the
system subject to the faults fi ∈ F = {f0, f1, . . . , fs}
with the measured I/O-sequence BO(th) is checked.
The inconsistency of Afi with BO(th) means that the
fault fi ∈ F cannot have occurred. Thus, the faults
for which the behaviour B(fi) is consistent with the

I/O-sequence BO(th) form the set of fault candidates:

F∗(th) = {f |f ∈ F , D(EAf
(S0, BO(th))) = 1}.

4 REMOTE DIAGNOSIS

4.1 On-board diagnosis

The on-board diagnostic system solves the fault detec-
tion task by testing the consistency of the measured
I/O-sequence BO(th) with the timed automaton Af0
of the faultless system using Algorithm 1. For on-
board diagnosis, the step size ∆τ must be adapted to
the limited computing power of the on-board diagnos-
tic system.

The system to be diagnosed is known to be faulty if
the timed automaton Af0 is inconsistent with the mea-

sured I/O-sequence BO(th). However, in the sense
of consistency-based diagnosis, the fault f0 of the
faultless case belongs to the set of fault candidates if
the timed automaton Af0 is consistent with the I/O-
sequence. The on-board fault detection is summarised
in Algorithm 2.

Algorithm 2 On-board fault detection

Require:
- Model Af0
- Step size ∆τ
- Measured I/O-sequence BO(th) with increasing
th

Find:
- Is a fault fi 6= f0 detected?

Consistency test: For Af0 perform Algorithm 1
IF Af0 is consistent with BO(th) THEN

A fault fi 6= f0 is not detected (f ∈ F∗(th))
ELSE

A fault fi 6= f0 is detected (f /∈ F∗(th))
END IF

Result:
- Fault fi 6= f0 detected: yes/no

As a further task the on-board component has to pro-
vide the necessary signals for the off-board compo-
nent. As proposed by (Schlage and Lunze, 2009), the
measured I/O-sequence BO(th) is sent from the on-
board towards the off-board component as data pack-
ets

pk =







vk
wk

τk
k






,

where k is the counter of events, which is used to de-
tect packet losses and to ensure the right order of the
received packets.

5



21st International Workshop on Principles of Diagnosis

4.2 Off-board diagnosis

The off-board diagnostic system solves the fault identi-
fication task. In order to determine which faults might
have occurred in the system, the off-board diagnostic
system checks the consistency of the timed automata
of the faulty system Afi , i = 1, . . . , s, with the re-

ceived I/O-sequence BO(th) using Algorithm 1. Con-
sidering the high computing performance of the off-
board diagnostic system, the step size ∆τ of Algo-
rithm 1 can be chosen smaller than the step size on
the on-board component.

The faults fi ∈ F \ f0, for which the I/O-sequence
BO(th) is consistent with the corresponding timed au-
tomaton Afi , may have occurred in the system and

form the set of potential faults FI(th), which can
be determined by Algorithm 3. Assuming a perfect
data communication between the on-board and the off-
board component the relation FI(th) = F∗(th) \ f0
holds for all time.

A fault fi ∈ F \ f0 is unambiguously identified on
the off-board component if FI(th) is a singleton and
the faultless case f0 is excluded from the set of fault
candidates on the on-board component.

Algorithm 3 Off-board fault identification

Require:
- Models Af1 ,Af2 , . . . ,Afs
- Step size ∆τ
- Measured I/O-sequence BO(th) with increasing
th

Find:
- Set of potential faults FI(th) ⊂ F , f ∈ FI

FOR ALL Afi , i = 1, . . . , s DO
Consistency test: Perform Algorithm 1
IF Afi is consistent with BO(th) THEN

fi ∈ FI(th)
ELSE
fi /∈ FI(th)

END IF
END FOR

Result:
- Set of potential faults FI(th) for increasing th,

with FI(th) = F∗(th) \ f0

The result of the off-board diagnosis is submitted from
the off-board diagnostic system towards the on-board
diagnostic system (Fig. 3). Thus, the on-board system
is able to take countermeasures if a fault fi ∈ F \ f0
is unambiguously identified.

5 EXAMPLE

Figures 6 and 7 show the timed automata Af0 , Af1
and Af2 , which result from the timed automaton de-
picted in Fig. 5. While the automaton Af0 is used for
on-board fault-detection, the automata Af1 and Af2

are used for off-board fault identification. In the fol-
lowing, a perfect data transmission from the on-board
towards the off-board component is assumed.

1

v w=2, =1, ,c c2 1£7 :=0

v w=1, =3,

c c2 1£5, :=0

v w
c
=2, =1,

1,1³ c2:=0

c1£2
3

c2£7

2
c1£6

Figure 6: Automaton Af0 used for fault detection

For the sake of simplicity, all inputs v ∈ V and outputs
w ∈ W of the automata Afi , i = 0, 1, 2, are observ-
able. The initial state is s0 = (1, 0 s, 0 s). While the
step size ∆τon = 0.5 s of the consistency test accord-
ing to Algorithm 1 is used for on-board diagnosis, the
off-board diagnosis uses the step size ∆τoff = 0.2 s.

1

v w=2, =3, ,c c2 1£8 :=0

c1£4
3

c2£8

Af1
:

1

v w=2, =1, ,c c2 1£9 :=0

v w=2, =3,

c c2 1³4, :=0

v w
c
=2, =1,

2,1³ c2:=0

c1£4
3

c2£9

2
c1£8

Af2
:

v w
c
=3, =1,

4,1£ c1:=0

v w=2, =1, ,c c1 2£3 :=0

Figure 7: Automata Af1 and Af2 used for fault identi-
fication

It is assumed that the fault f2 has occurred and the I/O-
sequence

BO(11 s) = (3 s, (2, 1); 4 s, (2, 3); 4 s, (2, 1))

is measured.

In Fig. 8 the results of the on-board and off-board di-
agnosis are shown. The corresponding data which are
transmitted from the on-board towards the off-board
component are depicted in Fig. 9.

The consistency check of the measured I/O-sequence
with Af0 results in an inconsistency at time t = 2.5 s
as the invariant I(z = 1) of the automaton Af0 is vio-
lated. Consequently, a fault fi 6= f0 is detected on the
on-board component. Afterwards, the on-board com-
ponent only controls the data traffic towards the off-
board component while the fault identification task is
solved by the off-board component.

The first data packet p1 = (2, 1, 3 s, 1)T is sent at time
t = 3 s. The consistency check shows that the re-
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Figure 8: Results of the on-board and off-board diag-
nosis (1: consistency, 0: inconsistency)
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Figure 9: Transmitted data

ceived I/O-pair (v1 = 2, w1 = 1) is consistent with
the automata Af1 and Af2 as Eqn. (6) holds for both
faults. While the automaton Af1 changes its discrete
state from z = 1 towards z = 3, the discrete state of
Af2 changes from z = 1 towards z = 2. Thereby, the
clock c2 of each automaton is reset to zero.

During the subsequent diagnosis, the off-board com-
ponent receives the second data packet p2 =
(2, 3, 4 s, 2)T at time t = 7 s and the third data packet

p3 = (2, 1, 4 s, 3)T at time t = 11 s. The third data
packet leads to an inconsistency of the automaton Af1
with the measured I/O-sequence because for the I/O-
pair (v3 = 2, w3 = 1) a state transition from the state
s = (1, 4 s, 8 s) does not exist. Therefore, the fault f1
is excluded from the set of potential faults FI. Conse-
quently, the off-board diagnostic system identifies the
fault f2 at time t = 11 s as the automaton Af2 is still
consistent with the measurement.

6 CONCLUSION AND FUTURE WORK

In this paper a novel method for consistency-based
remote diagnosis using a new type of timed I/O-
automata, whose behaviour changes in the presence
of faults, has been proposed. The new diagnostic ap-
proach has been illustrated by an example.

Due to the utilisation of remote resources, the limi-
tations of the data communication networks have to
be taken into account for remote diagnosis. Hence,
our future work will be focussed on additionally mod-
elling the communication network by the new type of
timed I/O-automata and the consideration of the net-
work properties at the off-board diagnosis.
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