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ABSTRACT

In an Automated Storage and Retrieval System (AS/RS), a
location assignment of products is important to improve the
picking efficiency. In this paper, the optimization of shelf lo-
cation assignment with a quantum annealing is investigated.
Product pairs are considered in order of picking frequency
and are assigned to empty shelves in order of distance from
an outlet. Then swapping the position of product in the pair is
considered as the decision variable. This reduces the number
of required qubits and guarantees the feasibility of solution.
The efficiency of quantum algorithm is evaluated by compar-
ing with mixed integer programming (MIP).

1. INTRODUCTION

AS/RS (Automated Storage and Retrieval System) is an au-
tomated storage and transportation system that enables effi-
cient warehouse management by automating the accommo-
dation and storage of products. Automation has advantages
such as reduction of labor costs and working hours, improve-
ment of work quality, and accurate management of inventory
differences (Roodbergen & Vis, 2009). However, picking ef-
ficiency from automated warehouses is affected by the loca-
tion of products placed on shelves, and if efficiency is poor,
it becomes a bottleneck in the entire shipping process. In
order to improve picking efficiency, products with high re-
trieve frequency should be placed near the retrieve port. Or,
if you’re using a two-fork crane, it is necessary to arrange
the shelves close to each other for products that are likely
to be retrieved at the same time. Such problems are gener-
ally treated as placement optimization problems. The facility
layout problem plays a crucial role in various real-world do-
mains. It involves optimizing the arrangement of multiple el-
ements or objects under given resources and constraints. Ex-
amples include facility placement(de Vries, van de Klundert,
& Wagelmans, 2020), delivery route optimization(Aljohani,
2023) and factory layout design(Li, Wang, Fan, Yu, & Chu,
2021). Solving facility layout problems offers several bene-
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fits, such as optimal resource utilization, efficient process de-
sign, cost reduction, and time savings. Proper layout config-
urations contribute to effective resource management and im-
proved service, enhancing the competitiveness of businesses
and organizations. Prior research has proposed a method of
formulating and optimizing product placement with mixed in-
terger programming (MIP) so as to minimize shipping time.
This allows us to find the optimal solution for the ideal com-
bination of products and shelves(Chen, Huang, Danielczuk,
Ichnowski, & Goldberg, 2022; Kovács, 2011). While MIP
exhibits high accuracy, it is known that execution time in-
creases exponentially with problem size.

In this paper, the optimization of shelf position assignment
will be investigated using quantum annealing, a computa-
tional technique that is expected to optimize combinatorial
problems quickly and accurately. However, considering all
shelves and products increases the number of constraints and
qu bits, so it is not suitable for large problems. Therefore,
a method is proposed to perform global optimization by for-
mulating the problem as a swap problem between two shelves
and performing local optimization multiple times. The pro-
posed method can approach global optimization in a short
time compared to conventional methods, and improves com-
putational feasibility for large-sized problems.

2. PRELIMINARIES

2.1. Assignment Optimization in AS/SR

This paper considers product location allocation to improve
picking efficiency. As a warehouse layout that shortens re-
trieve time, it is conceivable to locate products that are fre-
quently shipped near the retrieve port, and to locate closely
related products close to each other. In this Location Assign-
ment problem in AS/RS, retrieving assumes a crane with two
forks, so up to two products can be retrieved at the same time.
When retrieving a product from a shelf, there is a time Tp for
the crane to pull the product out of the shelf using a fork in
addition to the travel time. Normally, picking two products
from a shelf takes 2Tp time, but picking two adjacent prod-
ucts can be done in Tp time.

In this paper, use the expected retrieve time to evaluate the
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combination of products placed on the shelf. The expected
retrieve time is calculated by multiplying the product retrieval
frequency P and the retrieval time according to the shelf posi-
tion. The retrieve time based on the shelf position is the sum
of the travel time Tss(sE , s) from the exit sE to s and the
product picking time Tp. The following formula is shown as
a formulation of the expected retrieve time of this warehouse.

Variables

b = product index,
s = shelf position index,

sE = retrieve exit port,
Tp = time to pick product from shelf,
NL = shelf row size,

P (b0, b1) = joint retrieve probability of b0 and b1,

Tss(s0, s1) = travel time from s0 to s1.

Formulas

Es(s, b) = P (b, ∅)(2Tss(sE , s) + Tp), (1a)

Eds(s0, s1, b0, b1) = P (b0, b1)(Tss(sE , s0)

+ Tss(s0, s1) + Tss(s1, sE) + 2Tp),
(1b)

Edd(s0, s1, b0, b1) = P (b0, b1)(2min(Tss(sE , s0)

, Tss(sE , s1)) + Tp),
(1c)

Ed(s0, s1, b0, b1) =

{
Edd(s0, s1, b0, b1) if |s0 − s1| − NL = 0,
Eds(s0, s1, b0, b1) otherwise.

(1d)

(1a) expected time to retrieve one product, (1b) expected time
to pick and retrieve two products separately, (1c) expected
time to pick and retrieve two products at the same time, (1d)
function that uses Edd if the absolute value of the difference
between product shelf positions s0 and s1 matches the num-
ber of rows NL on the shelf, and Eds otherwise.

2.1.1. All-Layout MIP

The Location Assignment problem in AS/RS is formulated
in many studies. and one is formulated as a mixed integer
programming (MIP). MIP is a method used in mathematical
optimization where some or all of the variables are required to
be integers. This technique is particularly useful when deal-
ing with discrete decision variables, such as the number of
units to produce, which cannot be expressed as real num-
bers. MIP allows for the formulation of complex constraints
and objective functions, making it a versatile tool for a wide
range of optimization problems. MIP searches for the opti-
mal combination among the formulated patterns. Applying
MIP to this problem structure is described as follows. This
MIP formulation assumes that all products can be placed on

all shelves. Henceforth, this formulation is called All-Layout
formulation.

Variables

xs,b = 1 → product b is set into shelf s,
ys0,s1,b0,b1 = 1 → xs0,s0 = 1 and xs1,s1 = 1.

Minimize∑
b∈B

∑
s∈S

Es(s, b)xs,b

+
∑

b0<b1∈B

∑
s0<s1∈S

Ed(s0, s1, b0, b1)ys0,s1,b0,b1 .
(2a)

subject to ∑
b∈B

xbs ≤ 1, ∀s ∈ S, (2b)

∑
s∈S

xbs = 1, ∀b ∈ B, (2c)

ys0,s1,b0,b1 ≥ xm,b0 + xm′,b1 − 1, ∀b0 < b1 ∈ B,

∀s0 < s1 ∈ S,

m ̸= m′ ∈ {s0, s1} .
(2d)

(2a) the objective is to minimize a average expected retrieve
time for all buckets are place on the shelf. x is a two-
dimensional binary variable that specifies the shelf position
and bucket type. (2b) each bucket b ∈ B should be assigned
only one to a shelf. (2c) each shelf s ∈ S should be assigned
only one to a bucket. (2d) the flag variable y is designed so
that the variables x have an AND relationship.

2.1.2. Swap MIP

In the All-layout MIP mentioned earlier, calculation is dif-
ficult because the number of variables increases enormously
as the number of shelves increases. In this paper, a prob-
lem formulation for swapping of shelf positions between two
products. Henceforth, this formulation is called Swap formu-
lation. This makes it possible to significantly reduce the num-
ber of variables. This Swap formulation can only perform lo-
cal optimizations at one time. However, multiple iterations of
optimization bring it closer to global optimization.

Variables

xa = 1 → swap positions within pair a,
ya0,a1,i,j = 1 → xs0,s0 = i and xs1,s1 = j,

I = [i, ī],

J = [j, j̄].
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Minimize∑
a∈A

((Es(sa0 , ba0) + Es(sa1 , ba1))(1− xa)

+ (Es(sa0
, ba1

) + Es(sa1
, ba0

))xa)

+
∑

a0<a1∈A

∑
i=(0,1)

∑
j=(0,1)

∑
k=(0,1)

∑
l=(0,1)

Ed(sa0,i, sa1,j , ba0,k, ba1,l)yi,j,Ik,Jl
.

(3a)

subject to

ya0,a1,0,0 ≥ (1− xa0) + (1− xa1)− 1, (3b)
ya0,a1,0,1 ≥ (1− xa0) + xa1 − 1, (3c)
ya0,a1,1,0 ≥ xa0 + (1− xa1)− 1, (3d)
ya0,a1,1,1 ≥ xa0 + xa1 − 1. (3e)

(3a) the objective to swap the shelf positions within pairs a ∈
A of two products to minimize the expected retrieve time. x
is a one-dimensional binary variable that specifies the pair.
A pair consists of two products and their corresponding shelf
positions, where the two products in the pair a are (ba,0, ba,1),
the two shelf positions are (sa,0, sa,1). (3b, 3c, 3d, 3e) the flag
variable y is designed so that the variables x have a certain
relationship.

2.2. Quantum Annealing

Quantum annealing is an optimization technique based on
the principles of quantum mechanics. In this approach, the
problem is encoded using quantum bits (or qubits), which
represent the physical system, and the optimal solution is
sought through the evolution of the quantum state(Kadowaki
& Nishimori, 1998; Ohzeki et al., 2018). Specifically, in
quantum annealing, the cost function of the problem is de-
fined as the energy function of the qubits. Initially, the cost
function is high, and the quantum state gradually evolves, ex-
ploring the quantum state corresponding to the desired mini-
mum cost (optimal solution). By decreasing a parameter con-
trolling the rate of change, the system can leverage quantum
tunneling and thermal fluctuations to increase the likelihood
of converging to the optimal solution. A prominent archi-
tecture for quantum annealing is the quantum annealer pro-
vided by D-Wave Systems(Johnson et al., 2011). This archi-
tecture implements qubits using superconducting circuits and
performs annealing operations. D-Wave Systems offer a com-
bination of hardware and software solutions to apply quantum
annealing to various optimization problems.

In the quantum annealing the optimization problem is re-
quired to be described as a the quadratic unconstrained binary
optimization (QUBO) form as the following:

fq(x) = xTQx. (4)

where fq() : Bn → R is the objective function to be min-

imzed, x ∈ Bn is a binary decision variables, and Q ∈ Rn×n

is a coefficient matrix to represent the problem. This coeffi-
cient matrix is mentioned as QUBO matrix.

3. QUANTUM ASSIGNMENT OPTIMIZATION

In this paper, we have formulated QUBO to solve the ware-
house problem in quantum annealing.

3.1. All Layout Formulation

This section changes All-Layout formulation to QUBO for-
mulation.

Variables

xs,b = 1 → product b is set into shelf s,

Minimize

H(x) =
Hc(x)∑
x Hc(x)

+ λbHb(x) + λsHs(x), (5a)

Hc(x) =
∑
s∈S

∑
b∈B

Es(s, b)xs,b

+
∑

s0 ̸=s1∈S

∑
b0<b1∈B

Ed(s0, s1, b0, b1)xs0,b0xs1,b1 .
(5b)

subject to

Hb(x) =
∑
b∈B

(
∑
s∈S

xs,b − 1)2, (5c)

Hs(x) =
∑

b0<b1∈B

∑
s∈S

xs,b0xs,b1 . (5d)

(5b) the objective is to minimize a average expected retrieve
time for all buckets are place on the shelf. It consists of an
expectated retrieve time formula and two penalty formulas.
(5c) each bucket b ∈ B should be assigned no more than 1 to
a shelf. (5d) each shelf s ∈ S should be assigned only one to
a bucket.

3.2. Swap Formulation

This section changes Swap formulation to QUBO formula-
tion.

Variables

xa = 1 → swap positions within pair a.

Minimize

H(x) = Hc(x), (6a)
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Hc(x) =
∑
a∈A

((Es(sa0 , ba0 ) + Es(sa1 , ba1 ))(1 − xa)

+ (Es(sa0 , ba1 ) + Es(sa1 , ba0 ))xa)

+
∑

a0<a1∈A

(

(1 − xa0
)(1 − xa1

)
∑

i=(0,1)

∑
j=(0,1)

Ed(s0,i, s1,j , b0,i, b0,j)

+ xa0
(1 − xa1

)
∑

i=(0,1)

∑
j=(0,1)

Ed(s0,i, s1,j , b0,̄i, b0,j)

+ (1 − xa0
)xa1

∑
i=(0,1)

∑
j=(0,1)

Ed(s0,i, s1,j , b0,i, b0,j̄)

+ xa0
xa1

∑
i=(0,1)

∑
j=(0,1)

Ed(s0,i, s1,j , b0,̄i, b0,j̄).

(6b)

(6b) the objective is to minimize a average expected retrieve
time for all buckets are place on the shelf. Consists only of
the expected retrieve time expression and has no constraints.

4. NUMERICAL EXPERIMENTS

In this chapter, some experiments will be conducted. Experi-
ments use the python library pymip for MIP formulation and
CBC(COIN-OR Brand-and-Cut) as the solver. Henceforth,
when using the solver CBC, it is written as MIP (PythonMIP-
team, 2023). QUBO formulation uses python library pyqubo,
and SA(simulated annealing), QA, and HybridQA are used
as solvers (Zaman, Tanahashi, & Tanaka, 2021). The ma-
trix building and MIP solving is performed on the Intel core
i7 2.8GHz 4 cores cpu, 32BG memory. In addition, QA
uses ”D-wave’s DW 2000Q 6” solver and HybridQA uses
D-wave’s ”LeapHybridSampler” solver in the QPU calcula-
tions that appear in the following experiments. HybridQA is
a sampler that combines quantum and traditional computing
resources. Table 1 summarizes the features of each solver.

4.1. Validation of Expected Retrieve Time Indicator

The formulation of this paper uses the expected retrieve time
as the objective function. In this section, the validity of this
objective function is shown by comparing the expected re-
trieve time with the actual simulated retrieve time. In the
experiment, the expected retrieve time and the simulated re-
trieve time were measured for randomly generated shelf ar-
rangements. The experiment was performed 100 times and
the results are averaged. In order to measure the departure
time of the simulation, 100 retrieve were performed and the
results were averaged. For the shelf size of the experiment,
14 size [(2, 2), (3, 2), (4, 2), (6, 3), (8, 4), (12, 6), (16, 8),
(20, 10), (24, 12), (28, 14), (32, 16), (36, 18), (40, 20), (44,
22)] consisting of (row, column) was used. The method of
creating a pair of swap formulation is to randomly select two
products from the shelf.

Figure 1 shows the evaluation for each shelf size with ex-
pected retrieve time and simulation retrieve time. There is no
big difference between the two ratings. This result shows that
minimizing the expected retrieve time leads to minimizing the

actual retrieve time, and this objective function is valid.
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Figure 1. Comparison of expectation and simulation

4.2. Iterative Swap Optimization

The swap problem formulation defined in the previous chap-
ter can only be optimized locally in a single optimization.
However, iterative optimization of the swap problem can
yield intermittent solution improvements. In this section it
is shown that iterative optimization of the Swap problem im-
proves the solution. The experiment was performed 5 times
and the results are averaged.

Figure 2, 500 iterative optimizations using SA for each shelf
size (8×4), (20×10), (32×16), (44×22) gone. The expected
retrieve time decreases as the number of iterations increases.
This result shows that the Swap formulation improves the
evaluation value by iteratively optimizing. There is a rapid
improvement in ratings for the first 100 iterations of any prob-
lem size. From this result, in the subsequent experiments, it-
erative swap formulations are conducted up to 100 iterations.
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Figure 2. Iterative Swap Optimization for each problem size
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Strong point Weak point

MIP - High solution quality. - Computation time increases as the size of the problem increases
- The number of decision variables explodes due to constraints

SA - Fast approximate solution. - No guarantee of convergence to optimal solution
- Flexible. - A good solution requires a large number of trials

QA
- Fast search even for complex problems. - There are limits on the number of qubits and embedding
- Less likely to fall into local optima. - Can only be used on the internet

- Complex problems reduce the quality of solutions

HybridQA - Similar to QA - Similar to QA
- Better solution quality compared to QA. - Expensive to use computational resources compared to QA

Table 1. Characteristics of each method

4.3. Performance Verification

In this section, a performance comparison between the All-
Layout formulation and the Swap formulation is presented.
The solvers used in each formulation are MIP, SA, QA, and
HybridQA. The experiment was performed 5 times and the
results are averaged. Since there is a performance difference
depending on the number of iterations in the Swap formu-
lation, the graphs are plotted for 1, 10, and 100 iterations,
respectively. For the shelf size of the experiment, 14 size [(2,
2), (3, 2), (4, 2), (6, 3), (8, 4), (12, 6), (16, 8), (20, 10), (24,
12), (28, 14), (32, 16), (36, 18), (40, 20), (44, 22)] consist-
ing of (row, column) was used. Some data are not plotted on
the graph because the calculation time was too long or the
calculation could not be performed due to embedding error
on the Dwave side. Constraint weights of All-Layout QUBO
formulation are set to λb = 1, λs = 1.

Figure 3 shows the delta improved by the optimization com-
pared to the expected retrieve time for a random initial place-
ment. Swap MIP and Swap QA could not be calculated after
(16, 8), Swap SA and Swap HybridQA could be calculated up
to (44, 22). There is no difference in solution quality results
between the Swap formulations, and the overlapping lines in
the figure indicate that all methods yield similar solutions.
The result obtained by iterative optimization of the Swap for-
mulation is close to the result of All-Layout MIP, which could
be calculated up to (4,2). This shows that iterative optimiza-
tion of the Swap formulation yields high quality solutions.
Comparing the All-Layout formulation and the Swap formu-
lation increases the computable problem size by a factor of
nearly 100. Also, compared to MIP, HybridQA and SA in-
crease the computable size by nearly 100 times. However,
in (44, 22), SA takes nearly 10 times longer than HybridQA.
From this, it can be seen that using the HybridQA solver in
the Swap formulation can expand the computable problem
size and reduce the computation time. Figure 4 shows the
total computational time required for optimization of each
method. Regarding QA and HybridQA, only QPU (Quantum
Processing Unit) time required for calculation on the quantum
computer does not include communication time with D-wave
or embedding time. In the All-Layout MIP, the calculation
time increases greatly as the number of shelves increases.

Figure 3. Comparison of expected retrieve times

On the other hand, the swap formulation does not increase
the calculation time even if the number of shelves increases.
Both QA and HybridQA formulations show small increase
in computation time with increasing problem size. However,
the All-Layout formulation became incomputable for large
problems. Figure 5 shows the total optimization calculation

Figure 4. Comparison of pure calc times

time including communication time with each D-wave and
embedding time. There is no change other than swap QA
and swap HybridQA. Consideration is required when actu-
ally using QA in optimization problems. Even if commu-
nication time and embedding time are included, the rate of
increase in swap HybridQA computation time is not large.
On the other hand, swap QA has a large increase in com-
putation time due to an increase in embedding time. From
these results, swap formulation realizes reduction of compu-
tation time and expansion of computability by simplifying the
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Figure 5. Comparison of actual calc times

problem compared to All-Layout formulation. Furthermore,
when comparing swap SA and swap HybridQA, SA and Hy-
bridQA have similar performance, but the computation time
of HybridQA does not increase exponentially. From this, it
was shown that the computation time can be greatly reduced
by using quantum Computation.

4.4. Examination of Pairing Method

In this section, verification is performed on the pair creation
method for iterative optimization of the swap formulation.
There are simply two ways to pair two products. The first
method is to randomly select two products and pair them. The
second method is to pair products that are adjacent to each
other in the order of delivery time on the shelf. Random pairs
and adjacent pairs are considered to correspond to search and
knowledge use, respectively. Therefore, the performance is
evaluated by the ratio ϵ of the two methods. The experiment
was performed 10 times and the results are averaged.

Figure 6, evaluation values are compared at each ϵ value, with
ϵ creating adjacent pairs and (1 − ϵ) creating random pairs.
ϵ = 0.1 has the highest performance. From this result, it is
expected that setting ϵ to an appropriate value depending on
the task will improve the performance.
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Figure 6. Comparison of Expected Retrieve Time by ϵ

5. CONCLUSION

In this paper, the Swap fomulation was proposed as a prob-
lem formulation to solve the Location Assignment Problem
in AS/SR. A Swap QUBO formulation was also proposed to
solve it with QA. Experiments show that the swap formula-
tion makes it possible to calculate a problem size that cannot
be calculated and reduces the computation time compared to
the conventional All-Layout formulation. In addition, it has
been shown that the use of quantum computing can signifi-
cantly reduce computation time. In the future, we will aim at
efficient search by improving the pair creation method when
iterating the Swap formulation.
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