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ABSTRACT

The paper is devoted to the problem of fault diagnosis in
technical systems described by non-stationary linear dynamic
equations under disturbances and measurement noise via in-
terval observers. The problem is to design the observer in-
sensitive to the disturbances and having fewer dimension than
that of the original system. Such an observer generates two
residuals such that if zero is between these residuals, then the
faults in the system are absent; if zero is out of these residuals,
one concludes that a fault has occurred. The interval observer
consists of two subsystems: the first one generates the lower
residual, the second one the upper residual. The relations de-
scribing both subsystems are given. Theoretical results are
illustrated by practical example of the electric servoactuator
for which the fault detection problem is solved.

1. INTRODUCTION

The problem of system state vector estimation is very im-
portant for many practical applications. It is known that this
problem in some cases can be solved by sliding mode ob-
servers (Edwards, Spurgeon, & Patton, 2000). Recently, an
alternative approach has been developed to solve the last prob-
lem. It deals with the uncertainties and disturbances by deter-
mining upper and lower bounds for the system states. Such an
approach is known as interval observer design used to eval-
uate the state of the dynamic system. An advantage of the
interval observer is that it allows to take into account many
types of uncertainties in the system.

During recent years, different kinds of interval observers have
been presented for many types of the system models: for both
linear and non-linear continuous-time (Chebotarev, Efimov,
Raissi, & Zolghadri, 2015; Degue, Efimov, & Richard, 2016;
Dinh, Mazenc, & Niculescu, 2014; Mazenc & Bernard, 2011;
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Raissi, Efimov, & Zolghadri, 2012), discrete-time (Alives et
al., 2022; Efimov, Perruquetti, Raissi, & Zolghadri, 2013;
Mazenc, Dinh, & Niculescu, 2014), time delay systems (Efimov
& Raissi, 2015), switched systems (Marouani, Dinh, Raissi,
Wang, & H., 2021), and algebraic differential systems (Efimov,
Polyakov, & Richard, 2015). They are also successfully ap-
plied to solve many real-time life problems (Blesa, Rotondo,
& Puig, 2014; Rotondo, Fernandez-Canti, Tornil-Sin, Blesa,
& Puig, 2016). Exhaustive reviews are in (Efimov & Raissi,
2015; Khan, Xie, Zhang, & Liu, 2020, 2021).

It should be noted that all mentioned above papers solve the
problem of full state vector interval estimation while only
a specified function of the state vector may be necessary in
practice. Such an approach based on functional interval ob-
servers was suggested in (Kravaris & Venkateswaran, 2021;
Liu, Xie, Khan, & Zhang, 2021) enables estimating some lin-
ear function of the state vector.

Different methods are used to solve the problems of fault di-
agnosis: diagnostic observers, parity relations, Kalman fil-
ters, identification. In this paper, we accent on diagnostic
observers. In (Rotondo et al., 2016; Zhang & Yang, 2017a,
2017b; Yi, Xie, Khan, & Xu, 2020) the interval observers
are used to solve the fault diagnosis problem. In (Zhang &
Yang, 2017a, 2017b; Yi et al., 2020) the observers are de-
signed based on the original system that results in complex
methods of minimization of the external disturbances influ-
ence the process of fault diagnosis. Some practical problems
by Takagi-Sugeno interval observers are solved in (Rotondo
et al., 2016).

The main contribution of this paper is that the interval ob-
servers are designed to solve the problem of fault diagnosis
for dynamic systems described by linear non-stationary mod-
els. To increase the quality of diagnostic procedure, the ob-
server is designed to be insensitive or minimum sensitive to
the disturbances. Unlike (Zhang & Yang, 2017a, 2017b; Yi
et al., 2020) where the observers are constructed based on
the original system and are of full dimension, the designed
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observers are based on the reduced-order model of the orig-
inal system. This allows to reduce the interval width and to
decrease the number of erroneous diagnostic decisions about
faults. Such a model is used in (Zhirabok, Zuev, & Shumsky,
2024) to solve the problem of fault diagnosis in linear sta-
tionary systems. Unlike (Zhirabok et al., 2024), systems de-
scribed by linear non-stationary models are studied in this pa-
per. The suggested approach assumes that the non-stationary
system is transformed into the nonlinear stationary reduced-
order model, and the method to design the interval observers
for nonlinear systems is developed.

The rest of the paper is organized as follows. In section 2, the
main models are introduced and the reduced-order model in-
sensitive to the disturbance is designed. The nonlinear inter-
val diagnostic observer is constructed in Section 3. In Section
4, the practical example is considered. Section 5 concludes
the paper.

2. THE MAIN MODELS

Consider a system described by linear non-stationary model

i(t) = F(0)(t)+ Gu(t) + Dd(t) + Lp(H), ),
y(t) = Hux(l) +w(t)

where x € X C R",u € R™, y € R! are vectors of
state, control, and output; G, H, L, and D are constant ma-
trices of the appropriate dimensions, F'(¢) is the known ma-
trix function; p(¢t) € R? is the disturbance, it is assumed
that p(¢) is unknown bounded function of time, |p(t)| < p.
for known p,; w(t) is the measurement noise, |w(t)| < w,
for known w,. The function d(t) € RP describes the faults;
they are considered as a consequence of inadmissible changes
of the system parameters. It is assumed that the case when
|d(t)] < d. for known d, is not considered as a fault; the
case d(t) & [—d.,d.], t > to for some ¢y, is qualified as a
fault which must be detected.

Solution of the fault diagnosis problem is based on the model
of system (1) of minimal dimension. To design such a model,
unlike the stationary case, we assume that

zo(t) = W(b)a(t),
Y= (t) R.()y(t)

with the differentiable matrix functions ¥ (¢) and R, (t) where
x.(t) € R*, k < n is the model dimension. We assume that
the function U(¢)z(t) can be expressed via x,(t) and y(t),
that is

U(t)a(t) = Bx.(t), Hx(t)) )

for some function 8. Note that we use the term Hxz(t) instead
of y(t) in order to take into account measurement noise.

In this case, the model is described by the equations

Tu(t) = «(D)u(t) + J.(t) Ha(t)

F.x.(t)+ G
Huz(t)) + Di(t)d(t) + L (t)p(t),

)
y«(t) = Huxu(t),
3)
where R.(t), G« (t), J«(t), Hi, Di(t), and L.(t) are matri-
ces to be determined.

Note that unlike the observer, the model (3) is a virtual object,
actually it is a part of system (1). For this reason, by analogy
with (2), we use the term Hx(t) instead of y(t).

The main advantage of the suggested approach is that the ma-
trix F., is constant and is of the Jordan canonical form

A 0 0O .. 0
F— 0 X O ... O
000 0 .. A
with different eigenvalues A1, As, ..., A\x. Note that if the

purpose is to obtain stable matrix Fl, these eigenvalues should
be negative.

It is known (Zhirabok, Shumsky, Solyanik, & Suvorov, 2017;
Zhirabok, Zuev, & Kim, 2022) that matrices describing the
model meet the conditions

VOF({t) = FU()+J.()H,
R.(H = HU(),

V(G = Gi(b), 4)
YD = D.(t),

UL = L.(t).

To design the interval observer based on the model (3), the
matrix F, should be Metzler, i.e. its non-diagonal elements
should be nonnegative, and stable (Efimov & Raissi, 2015).
Clearly, the presentation of the matrix F), in the Jordan canon-
ical form with \; < 0 has both properties.

The best observer is when the model (3) does not affected by
the disturbances p(t), i.e. U(¢)L = 0. Introduce the matrix
L° with maximal rank that satisfies the condition L°L = 0.
It follows from W(t)L = 0 that ¥(¢) = N(t)L° with some
matrix N (¢).

When the model is designed in the Jordan canonical form, the
following equation should be solved (Zhirabok et al., 2017,
2022)

DO(F(t) — \I,)

ey~ (PO o s

(&)
where I,, is n x n identical matrix. The matrices R, (¢) and
H, are found from the equation

(Ru(t) H*)( \Ifé) ) — 0. ©)
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To construct the model (3), the minimal number of rows J,;(t)
and W;(t) = N;(t)L° satisfying the condition (2) for some
function 3(+) are found from (5), then the matrices R.(t) and
H, are calculated based on the equations (6); set G.(t) :=
®(t)G. As aresult, the model has been designed. The inter-
val observer is based on this model.

3. THE INTERVAL OBSERVER DESIGN

To design the interval observer, the following assumption sim-
ilar to that suggested in (Efimov & Raissi, 2015) is intro-
duced.

Assumption. If z,; < z, < x,, for some x,;, T4, € RF,
then

é(x*lvx*uaylayu) S ﬂ(l’*,Hl’) S B(x*lax*u,ylayu)

for some functions 3(.;, Tuw, Yis Yu) a0d B(T oty Tiws Y1, Yuu)
where y; = y — v, and y, = y + v,. For arbitrary vectors
¢, ¢@), the inequality ¢(*) < ¢(® one understands compo-
nentwise.

According to (Efimov, Raissi, Chebotarev, & Zolghadri, 2013),

for a continuous 3(z, Hz), the functions (2w, T, Y, Yu)
and B(24;, Tuu, Y1, Yu) satisfying Assumption can be com-
puted by the interval arithmetics.

Denote QT = maz{0,Q} and Q~ = QT —Q; clearly, QT >
0 and @~ > 0 for the arbitrary matrix Q.

The IO based on (3) is given by

Ea(t) = Fara(t) + G(t)ult) + J(t)y(t)
+ﬁ(x*lvx*u;yl7 ) jd* D d*
—Ju(t)"ws — Ju(t) s,

Tau(t) = Feeu(t )+ G (Dult) + L. (y(t) 7
+B(5E*l7 L Y1, yu) + Djd* + D;d*
+ ()T ws + Ji () Tws,

ysi(t) = H:_x*l(t) — H (),

y*u(t) = H:'x*u(t) - H*_x*l(t)-

Two residuals 7;(t) and r,, () are generated as follows:

ru(t) = Ruy(t) — yult),

respectively.

Theorem. If 2., (0) > 2.(0) > z.(
t

) and there no faults,
then for all ¢ > 0 one obtains 0 € [ry(t),

0
)
) = 2.(t) = (t) and

Proof. Define the estimation errors e(¢

€(t) = @y (t) — 24(t) and obtain the equation for e(¢):

e(t) = au(t) —dalt
= Fur.(t) + Go(Du(t) + J. () Hz (1)
+5(m*(t)7Hw(t)) (Fra(t) + Gu(t)u(t)
( JY(t) + B(@at, T, Y1, Yu)
DY (t)d. — D7 (t)d.
SAORS J*(t)+w*)
= Fue(t) + (33 (t), Ha(t)) — ﬂ(mz’x*u,yz,yu)
+D.(t)d(t) — (=DF (t)d. — D7 (t)d.)
L (Ow(t) — () ws — (1) ).

_ 9
If there are no faults, d < d(t) < d for all ¢ > 0, then it can
be shown (Efimov & Raissi, 2015) that

D.(t)d(t) — (=D (t)d. — D, (t)d.) > 0.

Since |w(t)| < wy, then
Jo () wy + Jo () wse — Jo(H)w(t) >0 (10)

as well. The matrix F is Metzler and ¢(0) > 0; then due
to Assumption and two relations above, the solution of (9)
is nonnegative elementwise; this means that e(¢) > 0 for all
t > 0. It can be shown analogously that €(¢) > 0 for all ¢ >
0. Two last inequalities are equivalent to x,;(t) < x.(t) <
Ts (1)-

Calculate the residual 7;(¢) using the relation similar to (10):

n(t) = Ruy(l) — ywu(t) = RHa(l)
—(Hfzu(t) — H (1))
= Hoa.(t) — (HFz.o(t) — H-z,(t) < 0.

By analogy one obtains r,(t) > 0, ie. 0 € [r(t), ru(¢)].
Theorem has been proved.

Remark. If (5) has no solutions for all \; < 0, one has to
use the solution of (5) with L° = I,,. In this case L. (t) # 0,
and the interval observer (7) is supplemented by the terms
describing the disturbances:

Tu(t) = Frat)+Goult)+ Jy(t)
—J7 (H)w. — J:‘(t)w*
Ta(t) = FaZuu(t) + G*u(t) Joy(t)
+J (we + TS (H)w.
+L+( )ow + L (1) s
yalt) = Hiwa(t) - Ho o),
y*U(t) = H* x*u( ) - H*_m*l(t)
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In this case, the equation for the error (9) becomes

é(t) = Fur.(t)+ Go(t)u(t) + J.(0) Hy(t)

+L.(£)p(t) — (Fomy(t) + Gy (t)u(t)
+ T (O)y(t) — I (Ow, — JF (t)ws
—L¥(t)ps — L (t)ps)

= Fiee(t) — J()w(t) + (JF () ws + I (t)ws)

+L.(t)p(t) — (—LF(t)ps — Ly (t)ps).

As above, L.(t)p(t) — (—LF (t)p«. — L7 (t)ps) > 0 for all
t > 0 that provides e(t) > 0. It can be shown analogously
e(t) > 0. Clearly, the interval width becomes greater.

As a result, probability of the erroneous decisions becomes
greater as well. This difficulty can be resolved by estimating
the disturbances via sliding mode observer (if it is possible)
and using the obtained estimate p(t) in (3) for compensation.

4. PRACTICAL EXAMPLE

Consider the linear model of the electric servoactuator:

Ty (t) = *332(75)

Ba(t) = —EmEle () + s (),

d3(t) —femy(t) — fmas(t) + £ult) + d(b),
y(t) = x3(t) +w(t)

(11
Here, x; is the angle of rotation of the reducer output shaft;
T9 is the output rotation velocity; 3 is the current through the
servoactuator windings; .. is the reducer rate; k,, is the co-
efficients of viscous friction in the motor; J,,, is the moment
of inertia; P*(t) and p*(t) are the interference components
from the rest of the manipulator links; kj is the moment co-
efficient; k,, is the coefficient of counter-emf; L,, and R,
are the inductance and resistance of the motor windings, re-
spectively; k, is the power gain; u(t) is the motor voltage.
The fault d(t) is due to the unexpected change of the re-
sistance: if AR,,(t) is the unexpected change of R,,, then
d(t) = AR, (t)/Ly,. Many technical systems contain the
servoactuators, in particular, they are essential parts of differ-
ent robots.

The matrices describing the servoactuator are as follows:

0 L 0
_ Em+p™ (1) k
F o= | 0 -5 7350 |
O _ ko 7R7m
L’VYL Lm
0
B = 0 , H=(001).
ky
Tm

To simplify the presentations, introduce the notations:

_ 1 _ km+p* ( ) ke
mo= oG 2= TP RER S HOR
Ky k:
Y4 o V5= T Y6 =

m Loy,

The problem is to design the interval diagnostic observer to
detect the fault.

Since the disturbances are absent, set L = I3. The equation

(5) with A\ = —1 has a solution
Jat) = mu—(ps+1)0O2+1),
Ui(t) = (0 71 —(+l)),
Ga(t) = =2 — 7).

The value Ay = 5 in (5) provides a solution

Je2(t) = 374,
Uo(t) = (0 7y —(v2—7) )
Gea(t) = —v6(v2 —75)-

It can be shown that (6) has a solution

R* = 71/(1’75)3

Obviously, H = (1 0)and H; = (0 1). It can be shown
that J,1(t) < 0 and J.o(t) < 0, therefore, J;(t) = 0,
J () #0,J5(t) =0,and J_,(t) # 0.

It is known that P*(t)

H,=(1 —1).

= p*(t), then one obtains

B (wa(t), Ha()) = ¥ (8)a(t) = B.(t) Ha(b),
7 = 1,2, where
_ P«()(Jm + P (1)) — p* () (ki + p" (1))

It can be show that (3, (t) is known function and 3. (t) > 0
forallt > 0.

The model is given by
I*l(t) == 71'*1(0 + J*lHI( ) + G*lu(t)
+B.(t) Ha(t),
Lt'*g(t) = ’}/5‘%*2(15) + J*QHLL'( ) + G*gu(t)
y«(t) = x*l(t) - 96*2@)

The interval observer is described as follows:

Tar(t) = —waa(t) + J*l( Jy(t) + Gaa(t)u(t)
+B: () (t) — J o (Hws,

Ta2(t) = Y52a2(t) + J*zy(t) + Gz (t)u(t)
FB:(O)u(t) — J o (D)ws,

Taur(t) = —Teur(t) + J*l( Jy(t) + Gaa(t)u(t)
B4 ()yu(t) + J o (H)ws,

Ta2(t) = Y5Taua(t) + Ju2y(t) + Gia(t)u(t)
FBx(O)yu(t) + J o (H)ws,

y*l(t) = x*ll(t) 1‘*1;,2(0

y*u(t) = Txul (t) — Txi2 (t)

The residuals r,,(t) and r;(t) are given by (8).

For simulation, consider the system (11) under the control
u(t) = 0.1 4+ 0.1sin(¢). Assume for simplicity that y; =
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v3 =9 = land v5 = —1.5, 74 = —1, 75 = —2. The mea-
surement noise w(t) is modeled by random processes evenly
distributed on the interval [—0.01; 0.01], w, = 0.01. The ad-
missible interval for d(¢) is [-0.1;0.1], d, = 0.1. The last
interval can be calculated based on the relation above d(t) =
AR,,(t)/L,, and the admissible interval for AR, (t): if

AR, (t) € [“ARy«(t), ARy (t)],
the system is healthy, otherwise the fault has occurred.

Simulation results are presented in Figures 1, 2, and 3 with the
initial state (0) = (0 0 0). In Figure 1, d(t) = 0,t < 30 s
and d(t) = 0.08, t > 30 s; behavior of the variable x2(¢) is
shown. Clearly, the fault affects the system behavior. In Fig-
ure 2, d(t) = 0,t < 30 s and d(t) = 0.08, t > 30 s; because
0.08 is the admissible value of d(t), then 0 € [r;(¢),r,(t)].
and a decision that there are no faults should be made. In
Figure 3, d(t) = 0,t < 30s and d(t) = 0.2, t > 30s; since
0 ¢ [ri(t),ru(t)], t > 30s, one concludes that the fault has
occurred at t = 30 s. Then, the value of fault can be estimated
by methods suggested in (Edwards et al., 2000); finally, the
estimate can be used in fault tolerant scheme.

5. CONCLUSION

The problem of interval diagnostic observer design for sys-
tems described by the linear non-stationary models under the
external disturbances has been studied. To construct such ob-
server, the reduced-order model of minimal dimension insen-
sitive to the disturbance is used based on the Jordan canon-
ical form of the model. Such a model is stationary but be-
comes nonlinear. The nonlinear interval observer has been
used to solve the problem of fault detection. The theoretical
results have been illustrated by practical example. The ad-
vantage of the suggested approach is that it does not use com-
plex transformations which are characteristic for the methods
developed for the non-stationary systems. A future research
direction is the interval diagnostic parity relations design for
nonlinear dynamic systems.
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