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ABSTRACT 

Equipment reliability is the key feature to ensure the 
equipment operation for a long time. It is difficult to 
determine the overall reliability of industrial equipment due 
to the different reliability states of different subsystems. A 
device abnormality identification method based on JS 
(Jenson's Shannon) divergence and a health status 
assessment technology based on FMECA (failure mode, 
effect and criticality analysis) are proposed. This method 
enables an accurate assessment of the current health status 
of the device. First, the historical operation data is 
preprocessed according to the characteristics of the 
equipment to improve the data quality. The JS divergence 
method is reused to extract the similarity between the key 
feature data distribution and the benchmark data 
distribution. Then, the FMECA report is established using 
the real running data of the device combined with expert 
experience. Gray theory was used to determine the degree of 
association between one-way health state membership 
vector and different health state rank vector. Finally, the 
health status level was comprehensively evaluated by the 
fuzzy membership method. Taking the mechanical arm 
component of a 100-ton crane as an example, the results 
show that this method can effectively evaluate the current 
health state of the equipment, and provide power for the 
abnormal advance disposal and auxiliary management 
decisions. 

1. INTRODUCTION 

Preventive maintenance, predictive maintenance and other 
means have gradually become an important means to reduce 

maintenance costs under the premise of ensuring equipment 
reliability. Fault prediction and health management 
technology is to predict the possibility of equipment failure 
in a future period of time, and take reasonable maintenance 
measures to reduce the overall cost. This method has the 
functions of data collection and sorting, condition 
monitoring and early warning, fault diagnosis, fault 
prediction, health management, life estimation (Tan, 2021). 
Fault prediction and health management techniques first 
originated in the military field, such as helicopter Health 
and Usage Monitoring system, aircraft condition monitoring 
system, US Army Diagnostic Improvement Program (Wang, 
2016);. In the 1990s, the condition-based maintenance 
requirements were put forward in the joint strike fighter 
projects of the US Army and the British Army, and the fault 
prediction and health management technology was formally 
proposed. In the military field, the application effect and 
technical level of fault prediction and health management 
technology are the highest. Among them, the most 
representative is the F-35 fighter failure prediction and 
health management system, which reduces the maintenance 
manpower by 20% to 40%,  and reduces the total logistics 
support cost by 50% (Zhao, 2019; Qin, 2016;  Hu et al., 
2017; Yu et al., 2018). 

Fault prediction is a theoretical and technical means to 
estimate the type, time, probability and location of 
equipment failure based on various internal and external 
factors such as equipment running characteristics, parts and 
components materials and stress characteristics, equipment 
working environment. The accuracy of fault prediction is 
based on reasonable and scientific physical, mathematical 
and other models. In order to improve the accuracy of 
prediction information and maintenance measures of 
engineering equipment, it is necessary to comprehensively 
and deeply analyze all kinds of influencing factors of 
engineering equipment faults, including operating 
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environment, composition structure, working principle, fault 
characteristics, fault classification (Pan et al., 2021; Zhang 
et al., 2017). 

In recent years, the fault diagnosis and Health assessment 
methods of machinery equipment have emerged one after 
another, which has a positive impact on the construction 
machinery. Scholars have used deep reinforcement learning 
(Zhong et al., 2023), machine learning algorithms (Bhat et 
al., 2023), principal component analysis (Bencheikh et al., 
2020), wavelet packet decomposition (Hamadouche et al., 
2018) and other methods to realize the fault diagnosis of 
cement rotary kiln.  The diversity of PHM algorithms and 
the complexity of design factors make it challenging to 
choose an appropriate algorithm for a specific application 
(Zou et al., 2023). At the same time, the faults of 
transformer (Zhang et al., 2021), gear (Goswami et al., 
2023), centrifugal pump (Goncalves et al., 2021) involved in 
the construction machinery have also been widely studied 
by scholars.  

Health assessment is the key technology of equipment 
health management. By evaluating the current health state of 
the equipment, that is, the ability of the system to maintain a 
certain reliability and continue to complete the 
predetermined function, it provides a decision-making basis 
for the implementation of condition-based maintenance, 
reduces the probability of equipment failure, and then 
improves the safety, reliability and availability of the 
equipment. At present, there are mainly two types of 
research methods related to system health assessment: one is 
based on component failure analysis, and the other is based 
on system performance degradation data . For engineering 
equipment with long life and high reliability, limited by 
economic cost and maintenance technology development, it 
is difficult to obtain complete failure data samples of 
equipment, and it is relatively easy to obtain performance 
degradation data.  

To achieve the equipment health assessment for complex 
systems, the system needs to be split, and the 
comprehensive assessment can only be carried out after the 
subsystem health assessment is completed. Even at the 
component level, there are different types of equipment 
failure modes. Therefore, the key technical difficulties in the 
realization of equipment health assessment lie in two 
aspects: one is the identification of failure mode and 
abnormal state under less data; the other is the 
comprehensive equipment health assessment that integrates 
multiple abnormal states. 

In order to solve the above two key problems, the evaluation 
method of device health status assessment under the 
influence of multiple exception modes is proposed to 
comprehensively evaluate the equipment health status. The 
innovation point of this method is that it integrates the 
anomaly recognition technology driven by data and expert 
experience, fully discovers abnormal patterns, and conducts 

comprehensive health evaluation of equipment under multi-
anomaly patterns, which solves the limitation problem of 
unilateral anomaly recognition method and the difficulty of 
comprehensive evaluation of multi-anomaly patterns. 

2. METHODOLOGY 

2.1. Anomaly recognition method 

2.1.1. Overview 

The anomaly of the equipment refers to the deviation of the 
equipment operation from the normal range, which leads to 
the degradation of the equipment performance or failure. 
The equipment anomaly recognition mainly includes two 
aspects, one is the determination of the exception mode and 
its severity measure, the other is the identification of the 
abnormal state and the calculation of the probability of 
occurrence. The abnormal mode reflects the degree of 
deviation from the normal state during the operation of the 
equipment, and the identification of the abnormal state of 
the equipment determines whether it is abnormal. There are 
many methods for anomaly identification, and this paper 
focuses on the analysis of methods based on real-time data 
collected at the device end. We determine the exception 
modes and severity according to the characteristics of the 
equipment, and mainly use the JS divergence of key features 
to distinguish the normal and abnormal state. The exception 
mode recognition method is added by combining the 
mechanism logic abnormal judgment and the confidence 
interval abnormal judgment method. We use the above 
method to identify the abnormal state and calculate the 
probability of occurrence in the period. Our equipment 
health assessment flow chart is shown in Figure 1. 

FMECA report

Factors affecting health status

Data normalization

Fuzzy comprehensive evaluation

Health status level

Solve the  grey correlation 
coefficient and correlation degree 

Membership distribution function 
of health status level

Health status rank membership 
matrix

Calculate the weight of influencing 
factors

 
Figure 1. Equipment health assessment flow chart 

2.1.2. JS divergence 

The basic principle of the abnormal identification method 
based on JS divergence: JS divergence is mainly used to 
measure the similarity of the probability distribution of two 
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sets of data. This method sets the distribution of a set of 
normal data as a reference benchmark, and calculates the JS 
divergence between the data distribution of other periods 
and the benchmark distribution. The higher the JS 
divergence, the more normal it is. 

JS divergence measures the similarity of two probability 
distributions, which was developed from information 
entropy and KL divergence. This method is based on a 
variant of KL divergence, which solves the problem of 
asymmetric KL divergence. The entropy of a random 
variable is Eq.(1). KL divergence can calculate the 
similarity of two probability distributions, which is defined 
as Eq.(2).KL divergence has two properties: 

1. 0),(KL QPD  

2. It doesn't satisfy the symmetry, with 
),(),( KLKL PQDQPD  . So choose carefully as a 

measure of the gap between the two distributions. 
The asymmetry of the KL divergence can sometimes cause 
problems, so to achieve symmetry, the JS divergence is 
calculated as Eq.(3). 

−=
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where )(xp  is the probability distribution of the variable, 
and x  is a discrete random variable. 
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where )(xp  and )(xq  are probability distributions of two 
variables. 

),(
2
1),(

2
1),( KLKLJS MQDMPDQPD +=  (3) 

where )(2/1 QPM += . According to Eq. (3), three properties 
of JS divergence can be obtained: 

1. JS divergence can be applied to sets of more than two 
probability distributions; 

2. JS divergence values are nonnegative and bounded; 
3. The JS divergence is symmetric with respect to the 

parameter order, that is, ),(),( JSJS PQDQPD = . 

2.1.3. Anomaly detection by exponential smoothing 

Exponential smoothing method is used for short-term trend 
prediction, which is a time series analysis and prediction 
method developed on the basis of moving average method. 
Exponential smoothing usually has a third-order model, and 
the first-order model can predict the next data in real time 
according to the recent historical data, and the further away 
from the current time, the less influence of historical data. 
Compared with the first exponential smoothing method, the 

second exponential smoothing method makes another 
smoothing, and this method can realize the seasonal trend 
prediction. The cubic exponential smoothing method solves 
the problem of periodic superimposed seasonal data 
fluctuation prediction for the trend prediction of the 
quadratic curve,   and the calculation formula is Eq. (4) . 
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where a is the smoothing factor, ' 1+ty is the predicted value 
in 1+t period, which is the smoothed value tS in this period 
( t period). ty is the actual value in period t ; 'ty is the 
predicted value in period t , which is the smoothing 
value 1-tS in the previous period. TtY + is the predicted value at 
period Tt + ; T is the number of periods that the t period 
moves backward; )2(

tS is the second exponential smoothing 
value of the t period; )2(

1-tS is the second exponential 
smoothing value of the 1-t period; )3(

tS is the cubic 
exponential smoothing value of the t  period. 

The predicted value of the next cycle is calculated according 
to the exponential smoothing third-order model, and then 
the residual between the predicted value and the actual value 
is calculated. If the residual exceeds the threshold, the 
anomaly is marked. The threshold can be determined by the 
n-times standard deviation method and the confidence 
interval method. 

2.1.4. Mechanism approach 

The most important difference between big data in industrial 
environment and Internet big data is the extraction of data 
features. The characteristics of industrial big data have more 
physical meaning and the mechanism logic of the 
correlation between the characteristics. Therefore, according 
to the constraints of the physical mechanism, we make full 
use of the coupling relationship between sensor 
measurement data to construct logical rules to form the 
criterion. 

2.1.5. Data pre-processing 

Data quality problems are caused by external disturbance, 
sensor problems and network anomalies of the data 
collected on the actual site. There will be some phenomena 
such as the constant value of the numerical duration and the 
data obviously exceeding the operating range of the equip. 
Therefore, it is necessary to filter and preprocess the data. 
The criterion that the maximum value is equal to the 
minimum value in the period is adopted to eliminate the 
outliers with constant value, as shown in Eq. (5).  
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Significant outliers were eliminated by reliability 
calculation based on 3sigma criterion, as shown in Eq. (6). 
The physical boundary method is used to filter the 
parameters, and the conditions are satisfied as shown in Eq. 
(7). 

)(      
,3,2,1  ],[  )]([)]([ax 

tVdelete
nnttttVMintVMif

n

hlnn ==  (5) 

Where )]([ax tVM n and )]([ tVMin n are the maximum and 
minimum value in the current period, and  hl tt , is the 
time cycle range, and n is to select parameters of different 
dimensions. 
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hnl VtVV  )(  (7) 

where ),( hl ttAVG and ),( hl ttSTD are the average value and 
standard deviation within the current period, and lV and hV  
are the boundaries of parameters respectively.  

2.2. Health status assessment methods 

There are many factors that affect the health of equipment, 
including the reliability of the equipment itself, including 

external environmental factors and environmental factors, so 
it is difficult to make a quantitative description directly. 
Fortunately, the FMECA method can obtain the influencing 
factors of the equipment from normal to failure by agreeing 
on the failure mode and impact analysis of the equipment. 
Therefore, we can use the FMECA method for equipment 
state health assessment. 

FMECA is an inductive analysis method that analyzes all 
possible failure modes and their possible effects, and 
classifies them according to the severity and occurrence 
probability of each failure mode. It is a single factor analysis 
method. FMECA consists of two parts: Failure Mode and 
Effect Analysis (FMEA) and criticality Analysis (CA). CA 
can only be performed on the basis of FMEA. FMECA is an 
important work item of product reliability analysis, and it is 
also the basis of carrying out maintenance analysis, safety 
analysis, test analysis and support analysis. 

Grey relational analysis method can measure the degree of 
association between factors according to the degree of trend 
similarity between factors. This paper applies this method 
combined with fuzzy comprehensive evaluation to quantify 
the influence of different exception mode dimensions, 
abnormal severity and frequency dimensions on health 
status. Figure 2 is a schematic diagram of device health 
assessment based on FMECA. 
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Confidence interval

method Similarity method Mechanism
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FMECA

Failure
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Data
Analysis
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Figure 2. Device health assessment based on FMECA 

2.2.1. Health status classification 

The purpose of health status classification is to realize 
health status assessment and serve for fault prediction and 
maintenance decision. Health status classification should 
match the purpose of health status assessment. If it is only to 
judge whether the equipment is good or bad, it can be 
divided into two levels: normal and fault. If the state 
warning is included, the health state can be divided into 
three levels: normal, attention and deterioration. More levels 
of division can also be achieved for other purposes. 

There are several steps and methods to classify and confirm 
the health status level. 

1. Select the state feature parameters: The selection of 
characteristic parameters should screen multiple 
performance parameters of the equipment, and select 
the parameters that can be used to characterize the 
health state of the equipment. 

2. Analyze the law of abnormal development: For 
different exception modes, the evolution process should 
be analyzed for different equipment and component 
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mechanism characteristics, and the evolution law of 
data and data characteristics should be analyzed. 

3. Determine the anomaly threshold: Different 
characteristic parameters of the equipment have 
different normal ranges in different operating states. 
The normal value, attention value and fault value 
should be determined according to the mechanism, 
statistical distribution of data and other methods. 

4. Dividing health states: According to the evaluation 
purpose and classification principle of equipment health 
status, we reasonably determine the number of health 
levels and the definition of each level, and give the 
judgment rules. Combined with the test data, we 
analyze the rationality of the grade division and adjust 
it appropriately to adapt to the target. 

2.2.2. Evaluation parameter 

We use the device sensors and related measurement 
parameters to monitor the device state and thus determine 
different device exception modes. At the same time, the 
probability of abnormal occurrence and its impact will 
affect the equipment health status assessment. Therefore, in 
this paper, we use the exception mode probability and 
exception mode harshness as the input of equipment health 
state assessment. 

The exception mode probability refers to the occurrence 
probability of different exception modes monitored in a unit 
cycle, which is mainly calculated by the sample data in the 
collection cycle. The smaller the abnormal probability is, 
the better the health state of the equipment is. 

Exception modes harshness refers to the severity of the 
consequences caused by the occurrence of this exception 
mode on the device. For different exception modes, the 
impact on the device is not the same. Since the device is 
composed of different subsystems, and different subsystems 
are composed of different components, the exception modes 
also belong to different predetermined levels. The lower the 
harshness, the smaller the impact and the healthier the 
device. The severity of abnormal modes is mainly assessed 
by experts. 

2.2.3. Evaluation parameter 

Normalization of influencing factors: The factors affecting 
the health status of equipment are diverse, which will lead to 
the problem of dimensional inconsistency. In order to carry 
out quantitative analysis, the influencing factors need to be 
normalized. Eq. (8) is used for index normalization, so that 
the dimensional data becomes the dimensionless data. For 
non-digital indicators, expert scoring can be used to 
determine. 

minmax

min
'

ii

ii
i xx

xxx
−

−
=  (8) 

where: ix is the actual value of the i  influencing factor and 
'ix is the normalized value of ix . max

ix , min
ix are the maximum 

and minimum values of ix . 

Vectorization of health status level: If the health status of 
equipment is classified by three levels: health, attention, and 
deterioration (fault), the vectorization of health status level 
is expressed as )0,0,1(01 =v , )0,1,0(02 =v , )1,0,0(03 =v . 

Single-factor health status level: For the abnormal 
probability distribution characteristics, the smaller the 
probability value is, the more the health status level tends to 
be "healthy". Therefore, the membership distribution 
function is used to quantify the influence of single factor on 
health status. We calculate the membership vector iv (for 
example ),,( 1312111 =v ) of single influencing factor by 
selecting the appropriate health membership distribution 
function of abnormal probability and abnormal severity.We 
determine the health level under single factor according to 
the principle of maximum membership degree, where the 
triangular distribution function used to divide the three 
categories is referred to as Eq. (9).
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(9) 

2.2.4. Calculate the health correlation 

We use the grey relational analysis method to calculate the 
correlation coefficient of the above health status level vector 
and the single factor membership vector, as shown in Eq. 
(10). 
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where: )(lkij is the correlation coefficient between 
comparison sequence iv and reference sequence kv0 on the 

thj − index; )(lvi is the thi − index of membership vector 
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under the influence of the thj − factor. kv0 is the th−k health 
status level vector;  is the resolution coefficient in the 
range [0,1]. 

2.2.5. Evaluate the health status level 

Fuzzy comprehensive evaluation is a comprehensive 
evaluation method based on fuzzy mathematics. Its 
advantage is that it can quantitatively evaluate some factors 
that have unclear boundaries and are not easy to quantify. 
The main steps are as follows: 

1. Determine the set of factors for the evaluation object； 
2. Determine the comment set of the evaluation object； 
3. Determine the weight vector of the evaluation factors

A ； 
4. Determine the fuzzy comprehensive judgment matrix

R ； 
5. Fuzzy comprehensive evaluation, as shown in Eq.  (11). 

RAB =  (11) 

3. RESULTS AND DISCUSSION 

In the maintenance and support work of a single cylinder 
bolt boom system of a large tonnage trunk crane, there are 
problems such as various exception modes, difficult to 
determine the degree of failure impact, high failure rate, and 
the system state is affected by the operation intensity, so it is 
difficult to determine the health state of the equipment. In 
this paper, we select 8-week data of a single vehicle to 
perform anomaly identification, probability calculation, and 
then FMECA analysis on fault samples for this system. We 
combined the maintenance records and client data to 
determine the FMECA analysis results and establish the 
health evaluation model of the large arm. Finally, the model 
was extended to 63 truck cranes for health evaluation. We 
deployed a real-time system to evaluate the real equipment 
health status level, and verified the false positive rate and 
false negative rate of the model. Figure 3 is the schematic 
diagram of the crane single cylinder latch telesopic arm. 

Arm pin

Pin pulling device

Cylinder pin
Telescopic cylinder

 
Figure 3. The schematic diagram of the crane single 

cylinder latch telescopic arm 

3.1. Data Collection 

At present, the mainstream large tonnage truck crane has 
installed T-Box for data acquisition and application of CAN 
protocol communication. Of course, the crane fleet analyzed 
in this paper has transferred the data collection to the cloud 
Apache Hive database storage through 4G. We applied the 
data collected by the existing sensors of the crane equipment 
for calculation, avoiding the addition of new sensors. The 
main selected fields are shown in Table 1, and the signal 
acquisition period is 1s. 

The first arm extension process and the first arm contraction 
process are shown in Figure 4. It can be seen from the figure 
that each arm is extended and retracted in sequence. At the 
same time, the cylinder pin and the arm pin are required to 
cooperate in the process. 

Serial number Signal 
1 Second arm percentage(%) 
2 Third arm percentage(%) 
3 Forth arm percentage(%) 
4 Fifth arm percentage(%) 
5 Sixth arm percentage(%) 
6 Seventh arm percentage(%) 
7 Telescopic cylinder Length(mm) 
8 Right cylinder pin unlock(0,1) 
9 Right cylinder pin lock(0,1) 

Table 1. Description of vehicle crane parameters 

3.2. Abnormal Recognition 

Before anomaly identification, we define the exception 
modes as Table 2. Mode A uses JS divergence to calculate 
the distance between each speed feature and the benchmark 
feature (normal speed can be screened as the benchmark) to 
determine the criterion. Mode B determines the criterion 
using temporal anomaly detection. C, D, and E use logical 
rules to form criteria. 

Exception 
Modes 

Definition 

Mode-A The similarity between the 
velocity feature and the baseline 
feature is low 

Mode-B Abnormal speed data of arm 
extension and arm contraction 

Mode-C The unlocking signal of cylinder 
pin and arm pin is equal to the 
locking signal 

Mode-D Long duration of cylinder pin lock 
and arm pin unlock 

Mode-E Signal is lost in the arm 

Table 2. Defining exception modes 
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The principle of applying JS divergence to identify large 
arm anomalies is: For the abnormal large-arm system, it is 
often reflected in the arm extension speed. Therefore, we 
extract the velocity features and construct the velocity 
distribution of the normal sample telescopic arm process as 
the benchmark model. 

Figure 5 is the arm extension velocity and arm contraction 
velocity over time. The process of arm extension and arm 
contraction can be divided into three processes: acceleration 
phase, constant speed phase and deceleration phase.
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Figure 4. The arm extension process and the arm contraction process 
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Figure 5. The arm extension velocity and arm contraction velocity over time 

Taking the fourth arm as an example, the median velocity of 
the three stages during each action is extracted as the sample. 
Among the known eight weekly samples, two weeks 
week_3 and week_4 are fault samples. Figure 6 is the box 
plot, it can be initially seen that the speed distribution range 
of the fault samples is wide. 

According to the Gaussian kernel density estimation method, 
we calculated the velocity distribution function of each 
sample at three stages, and its distribution is shown in 
Figure 7. Comparing the benchmark with normal samples 
and fault samples respectively, it can be seen that there are 
clear differences between the distribution. 
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Figure 6. Box patterns of different samples 
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Figure 7. Velocity distribution of each sample in three phases 

After obtaining the distribution of each sample data, we 
calculate the JS divergence between the sample data and the 
benchmark distribution according to Eq. (5). The JS 
divergence of the three stages of each sample is averaged to 
index this metric so that the numerical range is [0,1], as 
shown in Figure 8. We take the average of the three 
indexation indexes as the anomaly evaluation index, and 
determine whether it is abnormal according to the set 
threshold. It can be seen in Figure 9 that there is a 
significant decrease at week_3 and week_4. 
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Figure 8. The JS divergence of the three stages   
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Figure 9. the average of the three indexation indexes 

We calculate the abnormal probability of different joint arm, 
extension arm and contraction arm processes and obtain the 
probability of exception mode A. According to the 
exponential smoothing method for time series data anomaly 
detection and the mechanism rule to determine the anomaly 
method, we calculate the anomaly probability of mode B, 
mode C, mode D, mode E respectively. The abnormal 
severity is determined according to the degree of influence 
on the equipment after the occurrence of exception modes. 
Finally, the FMECA analysis result table is formed as 
shown in Table 3. 

Serial 
number 

Exception 
nodes 

Abnormal 
probability 

Abnormal 
severity 

1 Mode-A 0.0296 0.7 
2 Mode-B 0 0.8 
3 Mode-C 2.8521 0.8 
4 Mode-D 1.6154 0.4 
5 Mode-E 0 0.7 

Table 3. FMECA analysis result 

3.3. Single-factor health status rating 

In this paper, the membership distribution function is used 
to quantify the influence of a single factor on health status. 
We used a triangular distribution to calculate the health state 
membership values for the parameter abnormal probability 
factor and the abnormal severity factor. 

In Eq.(9), the coefficient ia needs to be adjusted according 
to the effect of the distribution function on the accuracy of 
the final result. In this paper, genetic algorithm(GA) is used 
to find the optimization coefficient, and its objective 
function should make the model output consistent with the 
sample label. GA is an adaptive and global optimizing 
probability search method. Detailed steps are performed as 
in Table 4.  
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Table 4. Pseudo code for coefficient optimization of 
distribution function 

First, n data samples with fault or health labels are prepared. 
Then, ia  coefficient and parameter space are initialized, and 
B  is constructed according to formulas (8) ~ (11). The 
health state is obtained by calculating the index of the 
largest element in the vector B . Determine whether the 
prediction is accurate according to the comparison of the 
sample label and the model prediction result label. If the 
judgment is correct, the number of correct predictions is 
added to one. Finally,taking the exceptional severity as an 
example, we applied the GA to optimize in the parameter 
space of ia  to obtain 65.0,45.0,41.0 321 === aaa , and the 
distribution function is:  
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The distribution function calculated according to the method 
in Table 4. Table 1 was brought into the distribution 
function to calculate the membership vector of abnormal 
harshness single influence factor iv . 

)0.25 0, 0,(
)0 0.25, 0,(
)0 0.75, 0,(

)0.5 0, 0,(
)0.25 0, 0,(

2

2

2

2

2

=
=
=
=
=

E

D

C

B

A

v
v
v
v
v

 

Similarly, for the abnormal probability of different 
exception modes, we choose the appropriate membership 
distribution function, in which the parameters of the 
distribution function are optimized by the labeling of 
labeled samples. In Figure 10, the membership vector is 
calculated as iv : 
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Figure 10. Membership distribution map
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3.4. Assess the degree of health 

We use the grey relational analysis method to calculate the 
health correlation degree, and calculate the correlation 
coefficient of the membership vectors 1Av - 1Ev and 2Av - 2Ev  
in turn. Finally, the probability weight and severity weight 
are obtained as follows: 

 A B C D E 
Probability 

weight 0.6587 0.6928 0.7037 0.6884 0.7037 

Severity 
weight 0.7111 0.6852 0.6815 0.7111 0.7111 

Table 5. Single factor weight 

We use the grey relational analysis method to calculate the 
health correlation degree, and calculate the correlation 
coefficient of the membership vectors 1Av - 1Ev and 2Av - 2Ev  in 
turn. Finally, the probability weight and severity weight are 
obtained as follows: 

)0.1778 0.0, 0.7037,(
)0.0 0.1914, 0.2388,(
)0.3426 0.6539, 0.0,(
)0.3426 0.0, 0.7037,(
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 In this way, it can be judged that the health status grades of 
the five states of the system under the influence of the 
comprehensive factors of abnormal probability and 
abnormal severity are 'attention', 'health', 'attention', 'health' 
and 'health', and the overall evaluation result is 'attention'. 

3.5. Model results 

We apply the method to batch equipment, covering 63 car 
cranes. We deploy this method in the big data environment, 
using Hive as the database, Spark as the batch calculation 
engine, BI as the presentation tool. We take the weekly data 
of a single vehicle as a sample, select 63 equipment for 7 
months comprehensive evaluation, and form 2016 samples. 
Combined with the verification of fault maintenance records 
and the confirmation of service engineers, we calculate the 
false positive rate and false negative rate of the samples. 
The results show that the false negative rate is 4.76%, the 
false positive rate is 5.45%, so the algorithm has a good 
effect.  

We compared this model with the model established by 
the "GMM + NSET" method (Yuan, 2021) for the false 
negative rate and the false positive rate. ”GMM+NSET” is 
an equipment parameter early warning method based 
on Gaussian mixture model (GMM) and nonlinear state 
estimation (NSET) .  In this method, it is necessary to set 
the threshold value of the output value of each model. If 
the deviation of the output value of the model and the 
input value exceeds the threshold value, the alarm 

occurs. We used the genetic algorithm to find the 
optimal threshold of each Signal, with the false positive 
rate plus the sum of the missing positive rate as the 
target value, and the results are shown in Table 6. 

Signal 
number 1 2 3 4 5 6 7 8 9 

Value(%) 6.2 5.2 6.3 5.4 4.9 5.5 7.6 9.5 9.6 

Table 6. Average error of prediction value of each signal 
based on GMM + NSET method 

The model constructed by the GMM + NSET method 
method predicts the samples and compares the results with 
the results of this method, as shown in Table 7. 

 negative rate positive rate 
this method 4.76% 5.45% 
GMM+NSET 15.62% 19.83% 

Table 7. Comparison of the results between the two methods 

4. CONCLUSION 

The advantage of this method is that it evaluates the 
comprehensive health degree of equipment with multiple 
abnormal modes, which depends on the monitoring of 
various abnormal modes. Therefore, this method is difficult 
to adapt to the states of structural parts such as fatigue, wear 
and deformation that are difficult to be monitored by sensors. 

The research of this method solves the problem that the 
health status of crane equipment can not be evaluated, the 
problem of "whether the equipment needs maintenance", 
and the problem of "what is the fault", which can help to 
deal with the deterioration of equipment in advance, avoid 
the cost of accidents, and guide the transition from post-
maintenance to predictive maintenance. 

More accurate equipment health status evaluation depends 
on the method of combining mechanism with data. We 
propose an equipment health status evaluation technology 
under the influence of multiple exception modes, which 
extracts multi-dimensional features to represent equipment 
exception modes and harshness, and uses grey relational 
analysis and fuzzy comprehensive evaluation to achieve 
objective and accurate equipment health status evaluation. 
This method solves the limitation problem of single 
anomaly and the difficulty of evaluating multiple exception 
modes. The actual data of the large tonnage crane 
equipment system is analyzed by this method. We 
contrasted this model with the "GMM + NSET" model.  The 
results show that this technology has good universality and 
low false positive rate and false negative rate.  
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