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ABSTRACT

The heart of prognostics and health management (PHM) is to
predict the equipment degradation evolution and, thus, its Re-
maining Useful Life (RUL). These predictions drive the deci-
sions on the equipment Operation and Maintenance (O&M),
and these in turn influence the equipment degradation evo-
lution itself. In this paper, we propose a novel PHM frame-
work based on Sequential Decision Problem (SDP), Artificial
Neural Networks (ANNs) and Reinforcement Learning (RL),
which allows properly considering this feedback loop for op-
timal sequential O&M decision making. The framework is
applied to a scaled-down case study concerning a real me-
chanical equipment equipped with PHM capabilities. A com-
parison of the proposed framework with traditional PHM is
performed.

1. INTRODUCTION

Predictive Maintenance makes use of the predictions of the
equipment Remaining Useful Life (RUL) for setting efficient,
just-in-time and just-right maintenance: the right part is pro-
vided to the right place at the right time, handled by the right
crew. This brings big opportunities, because it allows max-
imizing production profits and minimizing costs and losses
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((Pipe, 2009)).
A very wide range of algorithms for RUL estimation have
been developed (e.g., overviewed in (Simes, Gomes, & Yasin,
2011; Jardine, Lin, & Banjevic, 2006; Dragomir, Gouriveau,
Dragomir, Minca, & Zerhouni, 2014; Zio, 2012; Liu et al.,
2018)), with many successful applications reported in the
literature (e.g., see (Kwon, Hodkiewicz, Fan, Shibutani, &
Pecht, 2016) for an overview). In these works, however, the
RUL predictions are performed without considering the dy-
namic management of the equipment and its effects on the
equipment future degradation evolution. For example, con-
sider the prediction of the RUL for a mechanical system in-
fluenced by the applied loading conditions (e.g., pumps of the
process industry (Compare, Marelli, Baraldi, & Zio, 2018),
gas turbines in the energy industry (Hanachi, Mechefske, Liu,
Banerjee, & Chen, 2018), aeronautic systems (Rodrigues,
Yoneyama, & Nascimento, 2012; Camci, Medjaher, Atamu-
radov, & Berdinyazov, 2018), etc.), which in turn depend on
the Operation and Maintenance (O&M) decisions taken in
time for optimal equipment usage. When predicting the RUL,
these future conditions of equipment usage are generally as-
sumed constant (e.g., (Camci et al., 2018; Van Horenbeek
& Pintelon, 2013; Sankararaman, Ling, Shantz, & Mahade-
van, 2011; Cadini, Zio, & Avram, 2009; Cadini, Sbarufatti,
Corbetta, & Giglio, 2017; Leser et al., 2017)) or behaving ac-
cording to some known exogenous stochastic process (e.g.,
(Ling & Mahadevan, 2012; Sankararaman, 2015; Ding, Tian,
Zhao, & Xu, 2018)). This does not reflect reality and the RUL
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predictions that guide the O&M decisions are deemed to be
incorrect.
Prediction of the future behavior of the equipment must, then,
necessarily consider its intertwined relation with decisions on
its O&M . To do this, we introduce a novel PHM frame-
work, in which prognostics is framed within the Sequential
Decision Problem (SDP) paradigm and we use Reinforce-
ment Learning (RL, (R. S. Sutton & Barto, 1998; Kaelbling,
Littman, & Moore, 1996; Szepesvári, 2010)) and Artificial
Neural Networks (ANN, , (Ripley, 2007; Haykin, Haykin,
Haykin, & Haykin, 2009; Benardos & Vosniakos, 2007)) for
its solution. RL is a machine learning technique suitable
for addressing SDPs (Kaelbling et al., 1996) and widely ap-
plied to decision-making problems in diverse industrial sec-
tors, such as electricity market power transmission networks
(Kuznetsova et al., 2013; Rahimiyan & Mashhadi, 2010),
military trucks management (Barde, Yacout, & Shin, 2016),
traffic signal control (Khamis & Gomaa, 2014; Walraven,
Spaan, & Bakker, 2016), process industry (Aissani, Beldji-
lali, & Trentesaux, 2009), supply chain and inventory man-
agement (Wang & Usher, 2005; Keizer, Teunter, & Veldman,
2017; Pontrandolfo, Gosavi, Okogbaa, & Das, 2002; Gian-
noccaro & Pontrandolfo, 2002; Kim, Jun, Baek, Smith, &
Kim, 2005), to cite a few.
Finally, in (Rocchetta, Compare, Patelli, & Zio, 2018; Roc-
chetta, Bellani, Compare, Zio, & Patelli, 2019), we have used
RL to optimize the O&M of a power grid whose elements are
equipped with PHM capabilities. However, the RUL knowl-
edge is not exploited therein; rather, the PHM just tracks the
degradation state of the components, whereas the dependence
of the degradation evolution on the working conditions is not
considered. Yet, in (Compare, Bellani, Cobelli, & Zio, 2018),
we have applied RL to optimize the part flow of gas turbines
not equipped with PHM capabilities, to save inventory ex-
penses within a scheduled maintenance paradigm.
Although there are tabular dynamic programming algorithms
that theoretically allow finding the exact solution of the SDP
((R. S. Sutton & Barto, 1998; Szepesvári, 2010)), the com-
putational burden they require is not compatible with realistic
PHM applications to complex systems. For this, we resort to
model-free RL based on Artificial Neural Networks (ANNs,
(Ripley, 2007),(Haykin et al., 2009)) to find an approximate
solution.
ANNs are information processing systems composed of sim-
ple processing elements (nodes) linked by weighted connec-
tions. Inspired by the function of human brain, they have
been applied to a huge variety of engineering problems (e.g.,
(Ripley, 2007; Haykin et al., 2009; Benardos & Vosniakos,
2007)).
For PHM, RL considers the O&M decision taken at the
present time optimal only if an optimal decision will be taken
also at the next decision time, considering that the equipment
degradation state at that time will be influenced also by the
current O&M decision. By iteratively applying this reason-

ing along the time horizon, one gets the sequence of decisions
generating the expected maximum profit and the resulting ex-
pected degradation path.
The SDP formulation and the solution framework proposed
in this paper are applied to a scaled-down case study that
shows that the O&M policy found by RL outperforms any
other experience-based policy.
The structure of the paper is as follows. In Section 2, we
introduce the mathematical formulation of the problem. In
Section 3, details about the RL algorithm are provided. In
Section 4, the case study concerning a mechanical structure
is considered. Results are discussed in Section 5. Finally,
conclusions are drawn in Section 6.

2. PROBLEM SETTING

Consider a system that can be operated at L different load-
ing levels l ∈ Λ = {1, ..., L}. These are associated to
the operating performance values F1, . . . , FL (e.g., the pro-
duction rate, the absorbed load, etc.), such that Fl ≤ Fl+1,
l = 1, . . . , L− 1.
The evolution of the system degradation is described by the
stochastic process x(t) ∈ [ξ, χ] ((R. S. Sutton & Barto, 1998;
Sigaud & Buffet, 2013)), where χ is the threshold upon which
the system fails, whereas ξ is the minimum detectable level
of x(t).
The stochastic degradation process obeys the Markov prop-
erty: the knowledge of the degradation state at time t is suffi-
cient to predict its evolution from t on, independently on the
past history that has led the system into x(t). This condi-
tion is not limiting in practice, as it holds for many stochas-
tic processes, including Brownian motion with drift, com-
pound Poisson process, gamma process, etc. ((van Noortwijk,
2009)), which are widely used to describe degradation in a va-
riety of domains (e.g., dikes (Speijker, Van Noortwijk, Kok,
& Cooke, 2000), nuclear industry ((Baraldi et al., 2012)),
power systems ((Lisnianski, Elmakias, Laredo, & Ben Haim,
2012)), mining industry (Banjevic & Jardine, 2006), to cite
a few). In particular, the Markov property suits most of the
crack propagation models used for PHM of mechanical sys-
tems (Sankararaman et al., 2011). Moreover, RL algorithms
for semi-Markov processes are available, which require addi-
tional computational effort (e.g., (R. Sutton et al., 1999)).
We assume that the speed of the degradation process depends
on the production level l, set by the O&M decision maker:
the larger its value, the larger the revenues, the faster the
degradation mechanism. This entails that we must define
for every level l ∈ Λ a failure time T lf , which is the ran-
dom variable T lf = {inf t ≥ 0 : x(t) ≥ χ; l ∈ Λ}, where
E(T lf ) ≥ E(T l+1

f ), l = 1, . . . , L − 1. Accordingly, every
∆t units of time, PHM provides L different RUL predictions
P(t = k∆t) = Pk = [Pk|1, . . . , Pk|L], where Pk|l is the
RUL estimated assuming that the component will continue to
work at level l until failure, k ∈ N0. To be realistic, we also
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assume that RULs are predicted based on signal values yk,
which taints xk with a random noise, k ∈ N0.
The external demand of equipment service evolves accord-
ing to a known stochastic process d(t). We assume that this
is described by a cyclo-stationary distribution of period τ
((Enserink & Cochran, 1994; Gardner & Spooner, 1994)),
such as E(d(t)) = E(d(t + kτ)), k ∈ N . For example, we
can set τ = 1 day to model a demand with daily periodicity.
To ease the notation, we indicate by dk the demand at time
t = k∆t (i.e., dk = d(t = k · ∆t) ). Similarly, xk is the
degradation at time t = k∆t.
Within the SDP framework, given the current system state, a
O&M decision (i.e., action) is taken, which yields a reward
and leads the system to experience a stochastic transition to-
ward a new state. Thus, to frame PHM as a SDP (R. S. Sut-
ton & Barto, 1998), we need to give a formal definition of the
state space, actions, transitions and rewards.

2.1. State space

At time t = k · ∆t, we define the state vector Sk ∈ RL+2,
whose j-th element is:

Sk,j =


Pk|j if j ∈ {1, ..., L}
k ·∆t mod τ if j = L+ 1

dk if j = L+ 2

(1)

In words, the l-th entry l ∈ {1, . . . , L} of the state vector
defines the RUL estimated for a system working at constant
level l. The L+ 1-th entry re-scales the current decision time
with respect to the period of the cyclo-stationary distribution,
τ . The last entry, dk, points to the external demand of equip-
ment service.
Notice that the values Pk|j , j ∈ {1, . . . , L} do not repre-
sent the actual RUL of the system, as this will continuously
change its operating level depending on the O&M decisions.
Notice also that additional variables related to the environ-
ment can be included in the state space, which need to obey
a known Markovian stochastic process. For simplicity of il-
lustration of the modeling framework, these are disregarded
in this work.

2.2. Actions

The decisions concern both the component operation and its
maintenance. The former define the level of equipment ser-
vice Fl, l ∈ Λ, whereas the latter concern two alternatives:
Preventive Maintenance (PM) actions, which are performed
before component failure, and Corrective Maintenance (CM)
actions, performed upon failure. The corresponding down-
times, Π and Γ, respectively, are random variables obeying
Probability Density Functions (PDFs) fΠ(t) and fΓ(t), re-
spectively. To fulfill the Markov property, we assume that
these distributions are exponential. The downtime of a PM

action is expected to be shorter than that for CM, as the value
of PHM lies in that it enables performing timely arranged pre-
ventive actions, for which all the maintenance logistic support
issues have already been addressed.
In an opportunistic view, we assume that both preventive and
corrective maintenance actions restore the component to an
As Good As New (AGAN) state with respect to its degrada-
tion process (i.e., x(t) = ξ if the maintenance action ends at
time t).
The available O&M decisions are organized in vector a =
[a1, . . . , aL+2], where l = 1, . . . , L refers to setting the sys-
tem at operating level l, whereas the last two actions corre-
spond to the decisions of preventively maintaining the system
and performing corrective actions upon failure.
The action taken at time t = k · ∆t is formally indicated
by vector zk, which encodes the binary variables zk,l, l ∈
{1, . . . , L+ 2}.

zk,l =

{
1 if action al is taken at time t = k ·∆t
0 otherwise

(2)

L+2∑
l=1

zk,l = 1 (3)

zk−1,L+1 = 1 & sΠ > ∆t⇒ zk,L+1 = 1; (4)
zk−1,L+1 = 1 & sΠ < ∆t⇒ yk = ξ (5)
zk,L+2 = 1⇔ yk ≥ χ & sΓ > ∆t; (6)
zk−1,L+2 = 1 & sΓ < ∆t⇒ yk = ξ (7)

Equations 4-5 indicate that the preventive action ends when a
sample sΠ > ∆t is drawn from fΠ, whereas Equations 6-7
indicate that the corrective maintenance action can be taken
at time t = k ·∆t only if the system is failed and this remains
under maintenance till a sample sΓ > ∆t is drawn from fΓ.
Upon maintenance, for simplicity we set the degradation to
its minimum detectable level ξ.
For simplicity, the action taken at time t = k · ∆t is also
indicated by Ak = 〈a, zk〉, where 〈·, ·〉 denotes the standard
inner product in RL+2.

2.3. State Stochastic Transitions

A policy π is a mapping from the state space to the action
space: every state is associated to an action, which is taken at
every decision time t = k · ∆t. Upon the action implemen-
tation, a state transition occurs, which leads the system into
state Sk+1. These transitions are stochastic: both the RUL
and the demand level at the next time t = (k + 1) · ∆t are
affected by aleatory uncertainty.
With respect to the demand level, this will evolve according
to the stochastic process d(t), which depends on the current
time, only.
To embed the prognostic algorithm within the RL paradigm,
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we need to estimate the RUL value at time t = (k + 1) ·∆t
given that action Ak has been taken at time t = k · ∆t.
For simplicity, we assume that a model-based prognostic al-
gorithm is available (e.g., particle filtering (Arulampalam,
Maskell, Gordon, & Clapp, 2002)), whereby we can track
xk (e.g., crack length) and estimate its value at the next time
instant for all loading levels l ∈ Λ (e.g., (Sankararaman et al.,
2011; Compare, Marelli, et al., 2018; Cadini et al., 2009)).
Then, we can either rely on the same degradation model to
predict the RUL for a system in xk+1 or on a simpler stochas-
tic model that maps x into the probability of failure over
time (see Appendix). The assumption of the availability of
a model-based prognostic algorithm is discussed in Section
5.

2.4. Rewards

When zk,l = 1, l ∈ Λ, the component is operated at level l
and the Decision Maker receives a reward Rk given by:

Rk =

L∑
l=1

(zk,l · Vprod ·min{dk, Fl})

−
gk∑
l=1

(zk,l · Cpen · (dk − Fl)2)

−
L∑

l=gk+1

(zk,l · Cplus · (dk − Fl)2) (8)

where gk = maxl:Fl≤dk l, Vprod is the revenue per unit of
production, Cpen is a penalty incurred if the demand require-
ment is not satisfied and Cplus is a penalty due to lost pro-
duction. Notice that if the component fails during operation,
we assume Fl = 0. The differences between dk and Fl are
squared to make the rewards less sensitive to this gap (being
these values smaller than 1, they are larger than the squares).
The maintenance actions result in the costs described by
Equation 9, to be summed to those in Equation 8:

Rk = zk,L+1 · Cprev + zk,L+2 · Ccor − (Cpen · (dk)2) (9)

where Cprev and Ccor are the costs of predictive and correc-
tive maintenance per ∆t unit time, respectively.

2.5. Optimal O&M decisions

The optimal policy, π∗, is the sequence of actions zk, k ≥ 1
that maximizes the discounted sum of future rewards

V = Eπ∗ [

∞∑
k=1

γkRk] (10)

where γ ∈ (0, 1) is a discount factor, which determines the
net present value of the future rewards ((R. S. Sutton & Barto,
1998), (Gollier, 2002)), calculated as in Equations 8 and 9. In
this respect, notice that we can set a threshold value Φ on the

number of future steps, after which the contribution of the
future rewards, γΦ ' 0, can be considered negligible (e.g.,
Φ = 1000, γ = 0.98; then γΦ = 1.7 · 10−9).
Notice that in continuing tasks, setting γ ' 1 entails that the
policy maximizing V (Equation 10) is very close to that maxi-
mizing the average expected rewardR (Tsitsiklis & Van Roy,
2002):

R = lim
h→∞

Eπ[Rh] (11)

which is indeed the goal of the O&M decisions.
To solve this optimization problem, we rely on the RL algo-
rithm detailed in the next Section.

3. ALGORITHM

In the RL framework (Figure 1), each state-action pair is as-
signed a value Qπ(Sk, Ak), which measures the expected re-
turn starting from state Sk, taking action Ak and thereafter
following policy π (R. S. Sutton & Barto, 1998):

Qπ(Sk, Ak) = Eπ

∑
K≥k

(γK−k ·RK)|Sk, Ak

 (12)

Our procedure is detailed as follows. We estimate the value
of Qπ(Sk, Ak) using a different ANN for each action. Thus,
there are L+ 2 ANNs,N1, . . . ,NL+2, with network weights
µ1, . . . ,µL+2, respectively. Network Nl, l = 1, ...L+ 2, re-
ceives in input the state vector Sk (Equation 1) and returns
the approximated value q̂l(Sk|µl) of Qπ(Sk, Ak = al).
To speed up the training of the ANNs ((Riedmiller, 2005)),
we initially apply a standard supervised training over a batch
of relatively large size nei, to set weights µ1, . . . ,µL+2. To
collect this batch, we randomly sample the first state S1 and,
then, move nei + Φ steps forwards by uniformly sampling
from the set of applicable actions and collecting the transi-
tions Sk, Ak → Sk+1, Ak+1 with the corresponding rewards
Rk, k = 1, ..., nei + Φ− 1.
Every network Nl, l ∈ {1, . . . , L + 2}, is trained on the set
of states {Sk|k = 1, ..., nei, Ak = l} in which the l-th ac-
tion is taken, whereas the reward that the ANN learns is the
Monte-Carlo estimate Yk of Qπ(Sk, Ak):

Yk =

k+Φ∑
k′=k

γk
′−k ·Rk′ (13)

After this initial training, we apply Q-learning (e.g., (R. S. Sut-
ton & Barto, 1998),(Szepesvári, 2010)) to find the ANN ap-
proximation of Qπ(Sk, Ak). Namely, every time the state
Sk is visited, the action Ak is selected among all available
actions according to the ε−greedy policy π: the action with
the largest value is selected with probability 1 − ε, whereas
a different applicable action is sampled with probability ε.
The exploration rate, ε, is continuously decreased to lead
the algorithm to convergence. Then, the immediate reward
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and the next state are observed, and weights µAk of network
NAk are updated: a single run of the back-propagation al-
gorithm is done ((Ripley, 2007),(Haykin et al., 2009)) using
Rk + γ ·maxl∈{1,...,L+2} q̂l(Sk+1|µl) as target value (Equa-
tion 14). This yields the following updating:

µAk ← µAk + α · [Rk
+ γ · max

l∈{1,...,L+2}
q̂l(Sk+1|µl)− q̂Ak(Sk|µAk)]

· ∇q̂Ak(Sk|µAk) (14)

where α > 0 is the value of the learning rate ((R. S. Sutton &
Barto, 1998)).
Notice that the accuracy of the estimates provided by the pro-
posed algorithm strongly depends on the frequency at which
the actions are taken in every state: the larger the frequency,
the larger the information from which the network can learn
the state-action value (R. S. Sutton & Barto, 1998). In real
industrial applications, where systems spend most of the time
in states for which the estimated RUL Pk is relatively large
((Frank, Mannor, & Precup, 2008)), this may entail a bias
or large variance in the ANN estimations of Qπ(Sk, Ak) for
rarely visited states. To overcome this issue, we increase the
exploration by dividing the simulation of the system, and its
interactions with the environment and O&M decisions, into
episodes of fixed length W . Thus, we run Nei episodes, each
one entailing W decisions; at the beginning of each episode,
we sample the first state uniformly over all states. This pro-
cedure increases the frequency of visits to highly degraded
states and reduces the estimation error. At each episode
ei ∈ {1, . . . , Nei}, we decrease the exploration rate ε = εei
according to ε = ε0 · τeiε , and the learning rate α = αei ac-
cording to αei = α0 · Nα+1

Nα+ei ((R. S. Sutton & Barto, 1998)).
The algorithm is reported in Appendix 2.
Figure 1 summarizes the presented framework. The PHM
system continuously monitors the component and provides
the RUL Pk|l for each operating level l. The RL selects the
action ak based on the PHM predictions, external demand
dk and re-scaled time with respect to τ , i.e., with probability
1 − ε, ak = arg maxl={1,...,L+2} q̂l(Sk|µl), otherwise ak is
selected randomly among all actions. The component is op-
erated according to action ak (i.e., it undergoes maintenance
or works at the provided performance level). At the next de-
cision time, network Nak is trained based on the immediate
reward and estimate of the maximum value of the next state
provided by the neural networks.

4. CASE STUDY

We consider a pumping system working at L = 8 operation
levels Fl = l, in arbitrary units. We assume that it is af-
fected by a fatigue crack growth degradation, modeled as in
(Sankararaman et al., 2011; Zio & Compare, 2013).
The crack length xk (in mm) at time t = k · ∆t, k ∈ N ,
∆t = 12 hours, is described by the Paris-Erdogan (PE) law

((Kozin & Bogdanoff, 1989)):

xk = xk−1 + eψk · Cl · (β ·
√
xk−1)n∆t (15)

where β = 1 and n = 1.3 are constant parameters that de-
pend on the material properties, whereas ψk, k ≥ 1 are inde-
pendent and identically distributed normal random variables,
i.e. ψk ∼ N (0, σ2

ψ), σψ = 1.7 ((Kozin & Bogdanoff, 1989)).
The initial crack length is ξ = 1 mm. The pump fails when
xk ≥ χ = 100 mm ((Cadini et al., 2009)).
Cl is the speed of the crack propagation evolution, which de-
pends on the performance level of the pump. For illustration,
we consider that the crack propagation speed is quadratic in l
(Table 1) and that the values of β and n do not depend on the
operating level l ((Kozin & Bogdanoff, 1989)).

Table 1. Parameter Cl vs different operating levels l

l = 1 l = 2 l = 3 l = 4
0.0006 0.001 0.0015 0.0021
l = 5 l = 6 l = 7 l = 8

0.0033 0.005 0.0071 0.0096

The external demand stochastic process dk is described by:

dk ∼

{
U(4, 8) k∆t modτ ∈ [7, 19) (day demand)
U(0, 4) otherwise (night demand)

(16)

with τ = 1 day (according to a simplified model of the de-
mand derived from (Lojowska, Kurowicka, Papaefthymiou,
& van der Sluis, 2012; Power & Verbic, 2017)). To be re-
alistic, we also assume that the measured crack length yk
at time t = k · ∆t is affected by a random noise: yk =
max{xk + ek, ξ}, ek ∼ N (0, 0.5).
Whichever the prognostic algorithm is, to avoid its running
every time a decision needs to be taken, we have described
the uncertainty in the RUL prediction through Weibull distri-
butions, i.e. Pk|l ∼ W(αl(yk), βl(yk)). Parameters αl(yk)
and βl(yk) are estimated through the procedure reported in
Appendix. Notice that this simplification is aimed at reduc-
ing the computational times, only. Alternatively, the RL al-
gorithm can learn from the RUL given by the PHM algorithm
over simulated degradation paths. Notice also that the RL al-
gorithm allows the introduction of further uncertainty in the
simulation model, measurement system or prognostics algo-
rithm, as it is model-free algorithm that directly learns from
simulation.
With respect to the reward values, the parameters of Equa-
tions 8 and 9 are reported in Table 2, in arbitrary units,
whereas the random durations fΓ and fΠ are described by
exponential distributions with mean 60 hours and 12 hours,
respectively. These values are for illustration, only. The RL
algorithm settings are reported in Table 3. The RL algorithm,
coded in Python, converges in approximately 1h on a 3.6GHz
CPU, 16MB RAM computer.
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Figure 1. RL framework.

Table 2. Reward parameters

Vprod Cpen Cplus Ccor Cprev
20 10 2 5 000 2 000

Table 3. RL and neural network parameters

Nei nei ε0 τε α0 Nα W γ
8 000 100 000 0.5 900 0.01 600 100 0.99

To detail the policy provided by RL, Figures 2-3 show the
actions taken in correspondence of different demand levels
overnight and during the day, respectively, versus the crack
length. From the analysis of all Figures, we can see that:

• When the demand level is below 1, i.e., dk < 1 (Figure
2 top-left), the component is set at operating level l = 1,
i.e., Ak = a1. Preventive maintenance (Ak = a9) is
performed when yk ≥ 77.

• When the demand level is between 1 and 2, i.e., 1 ≤
dk < 2 (Figure 2 top-right), preventive maintenance is
performed when yk ≥ 77, whereas the component is set
at operating level l = 1 (i.e., Ak = a1) when the mea-
sured crack length is small or close to the maintenance
threshold; Ak = a2 when yk is at intermediate values
(approximately between 15 and 70). RL tends to take

action a1 in correspondence of small crack lengths be-
cause the revenues are small, whereas the loss of RUL
is very large (see the highest curve in Figure 6 in Ap-
pendix). The selection of a1 in correspondence of large
crack values comes from the reduction of the risk of fail-
ure it yields, with larger probabilities of surviving up to
the next day, in which it is more convenient to run the
system at larger operating levels.

• When the demand level is between 2 and 3, i.e., 2 ≤
dk < 3 (Figure 2 bottom-left), the component is set at
operating level l = 3 (Ak = a3) if the measured crack
length is small, otherwise Ak = a2 when yk is at inter-
mediate values: the larger the demand level, the larger
the convenience of setting Fl = 3. Coherently, the limit
value between actions a2 and a3 is yk = 17 when the
demand level dk is close to 2 and yk = 39 when dk ' 3.
Maintenance is performed when yk ≥ 76.

• When 3 ≤ dk < 4 (Figure 2 bottom-right), the compo-
nent is set at operating level l = 3, i.e. Ak = a3, when
the measured crack length is small, whereas Ak = a4

when yk is at intermediate values. This is a counter-
intuitive result found by RL. Maintenance is performed
when yk ≥ 77 for values of demand level close to 3 and
when yk ≥ 84 when dk ' 4.

• When 4 ≤ dk < 5 (Figure 3 top-left), the component is
set at operating level l = 4, i.e. Ak = a4, unless pre-
ventive maintenance is scheduled. Maintenance is per-
formed when yk ≥ 84 for dk = 4 and when yk ≥ 97
when dk ' 5.
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• When 5 ≤ dk < 6 (Figure 3 top-right), the component is
set at operating level l = 5, i.e. Ak = a5, when the
measured crack length is small, whereas Ak = a6 at
larger crack length values. Maintenance is hardly ever
performed apart from values of demand close to 5. No-
tice that it is more profitable to perform maintenance at
demand values slightly above 5 than at values slightly be-
low 5 (Figure 3 top-left). This is due to the fact that Cpen
is larger than Cplus and that F5 does not fulfill demand
values above 5.

• When 6 ≤ dk ≤ 8 (Figure 3 bottom-left and bottom-
right), the component is set at operating level l = 7, i.e.,
Ak = a7. Notice that when the demand value is close to
its maximum 8 and the crack length is very large, Ak =
a8. However, this may be an error due to the very low
frequency of visits to states with such a large crack depth.

To fairly evaluate the policy found by RL, we compare its ex-
pected average reward R with that provided by two heuristic
policies, which rely on the following rules:

• Maintenance is performed when the mean of the RULs
predicted for the performance levels experienced during
the day (i.e., 1

L/2

∑L
l=L/2 Pk|l) is smaller than an optimal

threshold T . The pump is always set at the maximum
level l below the required demand, whereby actionAk =
aj , j = max{l ∈ Λ|Fl−1 ≤ dk} is selected. This policy
is referred to as ”low performance”.

• Maintenance is performed only overnight (i.e., at lower
external demand levels), upon the achievement of an op-
timal threshold value T on the equipment day-average
RUL 1

L/2

∑L
l=L/2 Pk|l. The pump is always set at min-

imum level l such that the demand requirement is satis-
fied; formally, we select action Ak = aj , j = min{l ∈
Λ|Fl ≥ dk}. For this reason, we refer to this policy as
”high performance”.

In both cases, the optimal threshold T has been set to ob-
tain the maximum R. Table 4 reports the expected reward R
for different values of T , estimated through 100 000 Monte
Carlo trials. The optimal threshold values for the ”low per-
formance” and ”high performance” policies are T = 132
hours and T = 144 hours, respectively, which yield an av-
erage rewardR = 40.93 andR = 41.13, respectively. These
thresholds correspond to performing preventive maintenance
overnight when the crack length is on average yk = 75 mm
for T = 132 hours and yk = 71 mm for T = 144 hours.
From now on, we refer to ”low performance” and ”high per-
formance” policies considering the optimal threshold values.
In the considered case study, the ”low performance” policy is
worse than the ”high performance”, which is over-performed
by the RL policy: this yields an average rewardR = 41.93.

To provide an intuitive idea of the difference between the RL
policy and the heuristic policies, we can refer to Figures 4-5,

which show the actions taken by RL for every combination
of demand level dk and measured crack length yk with the
corresponding ones of ”low performance” and ”high perfor-
mance” policies, respectively. As expected, the larger the de-
mand level, the larger the load set by both RL and heuristic
policies. Preventive maintenance, a9, is performed at large
crack length levels and mainly when the demand is low (i.e.,
overnight).
From Figures 4-5, we can argue that the RL policy tends to
mix between the ”high performance” and ”low performance”
policies: the operating performance Fl is set just above or just
below the required demand, trying to remain as close as pos-
sible to the demand. Preventive maintenance is performed at
values close to those of the two optimized heuristic policies.
However, in some cases RL performs maintenance during the
day. Moreover, the larger the demand value, the larger the
crack length at which RL sets maintenance, whereas this is
fixed for the two heuristics.

Finally, notice that the tabular approach is not doable to ad-
dress the presented case study, whereby it is not possible to
compare the found solution to a ground-truth reference value,
unless we over-simplify the case study. To see this, we can
analyze what happens when we consider a rough discretiza-
tion of the state space. Namely, Figure 7 shows the estimated
RUL distributions at different crack lengths for the consid-
ered operating levels; from this, we can see that the maxi-
mum RUL level (i.e., at l = 1 and crack length xk = 1) is
about R = 6000 hours. Now, if the possible RUL values
in (0, R] are partitioned into equally spaced intervals, say, of
length 12 hours, there are 6000

12 = 500 different RUL lev-
els that can be provided by each PHM system. Of course,
there are 2 possible different decision periods (i.e, day and
night). If we further assume that the demand level can only
take values equally spaced of 0.5 in [0.5, 8] (i.e, D = 16
possible values), then the state space dimension turns out to
reach 5008 · 16 · 2 ' 1023. This space is not computationally
tractable.

5. DISCUSSION

From the analysis presented above, some important issues
arise when applying RL to the PHM context, which deserve
a discussion. To do this, we compare the RUL-based PHM
with its ”static” counterpart (Table 5).
As mentioned above, a variety of prognostic algorithms have
been developed, which allow exploiting the different knowl-
edge, information and data ((Zio, 2016)) that can be avail-
able to predict the RUL. On the contrary, RL requires a fine-
tuned model-based algorithm (Section 2.3). This entails that
when only data-driven algorithms are available for prognos-
tics (e.g., (Cannarile et al., 2018)), we cannot straightfor-
wardly apply the RL framework, as we cannot simulate the
RULs that we will predict at the next decision instants. The
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Figure 2. Action taken vs demand and measured crack length for RL policy overnight. Subfigures 1-4 refer to demand level in
[0, 1], [1, 2], [2, 3], [3, 4], respectively.
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Figure 3. Action taken vs demand and measured crack length for RL policy during the day. Subfigures 1-4 refer to demand
level in [4, 5], [5, 6], [6, 7], [7, 8], respectively.
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Figure 4. Action taken vs demand and measured crack length for ”low performance” and RL policy. The optimal threshold
T = 132 hours corresponds to yk = 71 if maintenance is performed overnight, i.e., at demand level dk ≤ 4.
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Figure 5. Action taken vs demand and measured crack length for ”high performance” and RL policy. The optimal threshold
T = 144 hours corresponds to yk = 75 if maintenance is performed overnight, i.e., at demand level dk ≤ 4.

9



INTERNATIONAL JOURNAL OF PROGNOSTICS AND HEALTH MANAGEMENT

Table 4. R vs different RUL threshold values T (in hours) for the two different heuristic policies

Threshold (T) 60 72 84 96 108 120 132 144 156 168 180
Low performance 35.53 38.1 39.56 40.5 40.81 40.82 40.93 40.90 40.49 40.04 39.66
High performance 32.06 35.29 37.25 38.62 40.12 40.81 41.09 41.13 41.00 40.71 40.36

extension of RL-PHM to these cases is a fundamental open
research question, which can be addressed by building on the
metrics for prognostics introduced in (Saxena, Celaya, Saha,
Saha, & Goebel, 2010a, 2010b). With these, we can estimate
the distribution of the RUL values at any time instant, based
on the expected time-variant performances (e.g., accuracy,
false positive rate, etc.) of the PHM algorithm, whichever
the algorithm is (see (Compare, Bellani, & Zio, 2017; Com-
pare, Bellani, & Zio, 2017)). This issue will be addressed in
future research works.
With reference to the second line of Table 5, we can notice
that differently from the mainstream applications of RL to
robots ((Kober, Bagnell, & Peters, 2013)), gaming ((Silver
et al., 2016)), etc., when it is applied to PHM, RL cannot
learn from direct interaction with the environment, as this
would require unprofitably operating a large number of sys-
tems. On the other hand, as highlighted in (Compare, Baraldi,
& Zio, 2018), also the static PHM suffers from the practical
difficulty of learning from direct interaction with the environ-
ment: gathering time-to-failure trajectories is not doable for
critical systems, which are conservatively operated to avoid
failures. Then, a realistic simulator of the state evolution de-
pending on the actions taken is required in both cases. This
seems not a limiting point in the Industry 4.0 era, when digi-
tal twins are more and more common and refined. Notice that
this issue is closely related to that of the applicability of RL
to data-driven settings, discussed in the previous paragraph: a
realistic simulator is expected to encode sound models of the
degradation mechanisms affecting the monitored system.
We have proved through a simple case study that the RL pol-
icy yields on average better results than the two considered
good-sense O&M policies; larger benefits are expected from
RL application to more complex case studies. This is due
to the fact that RL provides in output the optimal O&M pol-
icy, instead of the RUL for the different loading conditions
(Table 5, third and fourth rows). Whilst it goes without say-
ing that the knowledge of the RUL is per se valuable, as it
enables setting efficient maintenance actions, however from
the proposed framework it clearly arises that this is limiting
with respect to the full potential of PHM (Table 5, last row).
In this respect, notice that the RUL values predicted by any
PHM algorithm are ”correct” only for the single decision pe-
riod. After that, a new prediction is available, which holds
for the next interval only. Then, within the RL framework
the health management resulting from prognostics amounts
to an optimal sequence of actions driven by the RULs that are
expected to be estimated in the future, also in consequence
of the future actions. The actual RUL is never known, and

neither it can be estimated a-posteriori: the optimal actions
avoid system failure, whereby the time to failure goes to infi-
nite. This questions the concept of actual RUL itself.
Finally, the RL solutions are difficult to understand. For ex-
ample, as mentioned before the results of Figure 2 bottom-
right are very counter-intuitive: we would expect they be sim-
ilar to those of Figure 2 bottom-left. Then, the application of
RL for O&M decision requires asset managers to take actions
with weak awareness of their optimality. In this respect, on
one side we should bear in mind that it is quite easy to check
whether the RL policy outperforms those currently used to
manage the system. On the other side, we can corroborate
the RL framework with interactive simulators, through which
the asset manager can take actions different from those pro-
posed by RL to understand why they lead to counter-intuitive
results. Further research work will focus on the integration
of the developed framework with an interactive simulator and
test slight changes to the RL policy to assess the optimality
and the robustness of the proposed framework.
Further research work will focus on the integration of the de-
veloped framework with an interactive simulator, for testing
slight changes to the RL policy and assess the optimality and
robustness of the proposed framework.
Finally, the novel RL framework has been demonstrated by
application to a scaled-down case study. Computational and
modeling issues will arise when applying this framework to
more complex industrial issues. In this respect, future re-
search will exploit the recent advancements in both RL al-
gorithms development (e.g., double Q-learning, batch train-
ing with experience replay (Silver et al., 2016; Mnih et al.,
2013, 2015)) and computing architectures (e.g., (Mnih et al.,
2016))).
Based on the considarations above, it seems fair to conclude
that the proposed RL algorithm paves the way to research
paths that are fundamental for the full development of PHM
for practical applications.

6. CONCLUSIONS

In this work, a novel framework for practical PHM has been
proposed, which allows overcoming the limitation of the cur-
rent practice of PHM of predicting the degradation evolution
and RUL independently on the O&M actions that are taken to
maximize the equipment profitability, and which inevitably
influence degradation and RUL. The framework is based on
SDP and its solution on RL and ANN.
For illustration, a scaled-down case study has been worked
out within this new framework, to highlight the benefits for
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Table 5. Comparison of the proposed PHM framework with traditional PHM

Traditional PHM Proposed PHM

Information
required to de-
velop the algo-
rithms

Monitoring data relevant to different
loading conditions to develop data-
driven prognostic algorithms.
Physical model of degradation to build
model-based algorithm.
Hybrid approaches available.

Physical model of degradation and
stochastic process describing the en-
vironment behavior. Both must be
Markovian. Semi-Markov extensions
are available at the price of larger com-
putational times.

On-line appli-
cation require-
ments

Input: Signal Data.
Model: Trained on time-to-failure tra-
jectories.

Input: Signal Data and Actions.
Model: Trained on simulated state-
action-rewards trajectories

Output RUL for every loading condition Optimal Decision Policy
Strength Timely performed actions Optimal O&M

Weakness
Decisions based on RULs relevant to
static loading conditions: sub-optimal
decisions

Optimal decision policy may be diffi-
cult to understand

operating a PHM-equipped system.
Some open issues have been highlighted, which need to be
addressed for a wide and effective application of PHM to in-
dustrial practice. These will be the focus of future research
work.
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APPENDIX 1

To give a proper off-line estimation of the component RUL
Pk under the different operating levels l ∈ Λ, we di-
vide the system degradation level ∈ [ξ, χ] in Θ intervals
[θ0, θ1), . . . , [θΘ−1, θΘ), such that θ0 = ξ, θΘ = χ. Then,
we assume that the RUL of the component with crack length
xk ∈ [θi, θi+1) is the same as the RUL of the component
with crack length θi, i.e., αl(x) = αl(θi) and βl(x) = βl(θi)
∀x ∈ [θi, θi+1).
Then, for each load level l and initial crack length x0 in
θ0, . . . , θΘ−1, we sample S times the measured crack length
y0 and the corresponding RUL prediction P0. Finally, for
each load level and initial crack length, we fit a Weibull dis-
tribution using the maximum likelihood method to get the val-
ues of αl(θ), βl(θ), θ ∈ {θ0, . . . , θΘ−1}, l ∈ Λ.
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Figure 6. Average RUL value E[Pk] vs crack length for L =
8 operating levels.
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Algorithm 1 Off-line estimation of the component RUL.
for load level l = 1, . . . , L do

for θ = θ0, ..., θΘ−1 do
s = 1
Predictions = ∅
while s < S do

Sample y ∼ N (θ, σy)
Compute the predicted RUL P0 corresponding
to crack length y at operating level l using the
selected PHM algorithm

Append P0 to Predictions
s = s+ 1

end
Find αl(θ), βl(θ) fitting a Weibull distribution on
Predictions

end
end

The results of the described procedure using Θ = 99 intervals
(the same as in the case study) are summarized in Figure 6,
which shows the average RULE[Pk] versus crack length, for
the L = 8 different operating levels. Figure 7 shows some of
the Weibull distributions obtained using the described proce-
dure.
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Figure 7. Estimated RUL distribution at different crack
lengths for L = 8 operating levels.

APPENDIX 2

Algorithm 2 The QL+ANN Algorithm.
Set ei = 1, nei Nei, τeiε , Nα, ε0, α0;

Phase 1: Off-Line Training
Initialize Networks Nl and t = 1, l = 1, ..., L + 2 with ran-
dom weights;
while t < nei do

Sample transitions St,at → St+1,at+1 and observe re-
wards Rt (according to random policy);

end
Approximate Q by the MC estimate Yt =

∑t+Φ
t′=t γ

t′−t ·Rt′
Train each Nl using {St|t = 1, ..., nei,at = l} and the
estimated Yt (output);

Phase 2: Learning
while ei < Nei (Episodic Loop) do

Set t = 1 Initialize state St randomly
ε = ε0 · τeiε
α = α0 · Nα+1

Nα+ei

while t < W (episode run) do
Sample ρ from uniform distribution in [0, 1]
if ρ < 1− ε then

at = arg max
l∈{1,...,L+2}

q̂l(St|µl)

else
Select at randomly from all actions

end
Take action at, observe St+1 and reward Rt
Update network Nat weights
µat ← µat + α · [Rt + γ · max

l∈{1,...,|A|}
q̂l(St+1|µl)−

q̂at(St|µat)] · ∇q̂at(St|µat)
Set t = t+ 1

end
Go to next episode ei = ei+ 1

end
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